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Cyber risk management involves balancing risk acceptance, avoidance, reduction and transfer. Academic researchers have focused on risk reduction measures. Studies of cyber risk transfer are less common, mainly centering on cyber insurance. This emphasis on risk reduction overlooks the development of many real-world cyber risk transfer products in the last decade. Our study describes the emergence of products including: warranties, cloud computing partnerships, parametric insurance, reinsurance, and cyber cat bonds.

We characterize how these solutions addressed four core challenges of transferring cyber risk: (1) tailoring coverage to the threat landscape; (2) managing solvency; (3) data collection for risk assessment; and (4) creating incentives for risk reduction. The result is an integrated history of cyber risk transfer describing how novel products and partnerships emerged to address failings in prevailing business models. Our descriptive study can help other researchers to understand real-world problems, providing a foundation for future research and a richer picture of the overall cyber risk transfer landscape, as well as a deeper understanding of the types of cyber risk that can—and cannot—be effectively transferred.

1 INTRODUCTION

The idea that “information security is risk management” was presented as a new security paradigm in 2001 [1]. This involved acknowledging that security risk in real-world systems cannot be eliminated and must instead be managed. The approach gained momentum over time [2, 3] and has become the mainstream approach to cybersecurity [4, 5]. Risk management theory raises four broad options for treating cyber risks: accept, reduce, transfer or avoid.

The vast majority of cyber risk research focuses on risk reduction solutions, under the banner of computer, information and/or cyber security. Entire conferences and workshops are dedicated to sub-areas of cybersecurity including “operating system security, access control, network security, intrusion detection” [6]. Research into cyber risk transfer is comparably rare and has revolved around a single type of insurance, namely indemnity products.

Since the 1990s, standalone cyber insurance has evolved to address emerging cybercrimes like data breaches and ransomware. Over the course of that evolution, novel cyber risk transfer vehicles have emerged to support and challenge indemnity insurance. Figure 1 displays a timeline showing that the first cyber warranty, parametric product, and cat bond were announced in 2014, 2019, and 2023 respectively.

Our study characterizes how and why these different cyber risk transfer products emerged, evolved, and, in some cases, failed. This is structured around four challenges, namely coverage, solvency, data collection, and incentives. We provide an integrated account of how early cyber risk transfer vehicles succeeded and failed at solving each challenge, which in turn created business opportunities for novel solutions.

Section 2 describes our analytical approach. Section 3 sketches how cyber insurance has evolved through three separate phases that centered on: experimentation, data breaches, and ransomware. Section 4 describes how cybersecurity firms responded by announcing warranties. Section 5 examines the niche market for parametric cyber insurance. Section 6 looks at how insurers transferred cyber risk to reinsurers. Section 7 identifies mechanisms to transfer cyber risk to investors. Finally, Section 8 distils some central cyber risk-related themes, lessons, and research goals from the different risk transfer products.

Fig. 1. Key events and stages in the history of cyber risk transfer. All claims to first are based on the reference and may be contested.

2 APPROACH

Section 2.1 describes how we collected the information that informs the historical narrative. This was structured according to a conceptual framework derived from the economics of security [11, 12], which we describe in Section 2.2. We also explain key terms in Table 1.

2.1 Analysis

This project was guided by background research carried out over the last eight years by the authors. This involved various qualitative and quantitative research studies in the area of cyber risk transfer. Conducting and sharing this research provided a working understanding of how these products emerged.

The first step in this research project involved identifying the products of interest: indemnity insurance, warranties, partnerships with cloud vendors, parametric insurance, reinsurance, and capital market products. After further research, we decided to integrate cloud partnerships into the indemnity insurance section as these partnerships transfer risk to an insurer not the cloud company.

The second step involved describing the history and characteristics of each product. Our main information sources were academic publications and public statements made in press releases and media reporting, typically related to new product announcements. Public sources provide an opportunity for other market participants to respond, unlike, for example, a single-stage research study relying on anonymized interviews conducted in private. This allowed us to capture different perspectives on the same topic, such as the public discussion about the value of cyber warranties among InfoSec vendors and insurers in Section 4 [13, 14]. We decided to attribute statements to individuals and companies in line with the original source. Despite our efforts, the sources are neither comprehensive or authoritative. We expect that other authors will write different histories, a possibility we discuss in Section 8.

Based on these sources, we tried to build a timeline by identifying the ‘first’ product for each section. Due to the relative age and market size, cyber insurance developed more than the others and so we divided this history into three stages. We then tried to characterize how the product functioned, typically focusing on the supplier rather than the buyer. To facilitate comparison across products, we structured the historical narrative according to a defined framework, which we now describe.

---

1This is another topic that will no doubt generate debate, which we welcome.
### Terminology

<table>
<thead>
<tr>
<th>Term</th>
<th>Intuition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary Risk Transfer</strong></td>
<td>These policies are bought by businesses to manage operational risk.</td>
</tr>
<tr>
<td>Indemnity Insurance (Section 3)</td>
<td>A policy in which the insured’s payment is determined by the size of the loss suffered by the insured.</td>
</tr>
<tr>
<td>Warranty (Section 4)</td>
<td>A guarantee that the customer will be compensated for a failure in the vendor’s product or service.</td>
</tr>
<tr>
<td>Parametric Insurance (Section 5)</td>
<td>A policy in which a fixed payment is triggered by a pre-defined event, independent of the insured’s loss.</td>
</tr>
<tr>
<td><strong>Higher Layer Risk Transfer</strong></td>
<td>These instruments are bought/issued by (re)insurers to manage insurance portfolio risk.</td>
</tr>
<tr>
<td>Reinsurance (Section 6)</td>
<td>A policy bought by an insurer to cover insurance losses.</td>
</tr>
<tr>
<td>Retrocession</td>
<td>A policy bought by a reinsurer to cover reinsurance losses.</td>
</tr>
<tr>
<td>Quota Share Reinsurance</td>
<td>A policy in which the insurer and reinsurer share premiums and losses in a fixed proportion.</td>
</tr>
<tr>
<td>Excess of Loss (XoL) Reinsurance</td>
<td>A policy in which the insurer is compensated when portfolio losses exceed a specified limit.</td>
</tr>
<tr>
<td>Capital Markets (Section 7)</td>
<td>An umbrella term for (re)insurers transferring portfolio risk to public and private investors.</td>
</tr>
<tr>
<td>Cat Bond</td>
<td>A fixed-income product structured so the buyer receives a lower return if a defined catastrophe occurs.</td>
</tr>
</tbody>
</table>

### Portfolio Reporting

<table>
<thead>
<tr>
<th>Term</th>
<th>Intuition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross Written Premium</td>
<td>Statistics summarizing the performance of an insurance portfolio.</td>
</tr>
<tr>
<td>Loss Ratio</td>
<td>Total premiums that customers will pay from policies issued in a time period (a year in Table 2).</td>
</tr>
</tbody>
</table>

Table 1. Explanation of the intuition behind risk transfer terminology. Refer to other sources for technical definitions [24, 25].

### 2.2 Framework

Cyber risk transfer products can be evaluated in terms of how they address four core challenges: (i) coverage; (ii) solvency; (iii) data collection; and, (iv) incentives. These categories are derived from literature on the economics of information security [12]. We do not claim these categories are exhaustive or even disjoint.²

The first challenge is to craft coverage that addresses the threat landscape and satisfies the demands of risk holders. Gaps in coverage from traditional products emerged as insurers fought legal cases to exclude losses caused by data breaches and other cyber perils [7]. The coverage of cyber risk transfer vehicles must evolve over time as threat actors pivot to new cyber crimes [15, 16].

The second challenge, solvency, is to balance satisfying customer demand against paying out to customers. Risk transfer providers must price risk to make a profit in typical years and also make sure funds are available if catastrophe strikes. The potential for cyber catastrophe results from shared technologies and service providers [17, 18]. This can be addressed by providers either holding capital buffers or by using a risk transfer vehicle, such as buying reinsurance or issuing a cat bond.

To solve data collection, risk transfer providers must create infrastructure to assess both the threat landscape and the digital infrastructure of customers. This involves measuring the frequency and impact of covered risk, as well as the efficacy and implementation of risk controls. This is challenging because of a lack of reliable data about cyber risk [19], in part because firms are unwilling to share information [20]. Scientific studies of cyber risk are also under-developed [21].

Solving the fourth challenge involves risk transfer providers actively creating incentives to improve security and avoid losses. This has theoretical roots in mechanism design, whereby economists try to create an incentive regime that ensures a particular outcome. It has long been predicted that insurers would do so [22, 23], such as by offering premium discounts if firms improve security.

²Creating an incentive regime often requires some level of data collection to ensure enforcement. Similarly, marketing is a business function that sits outside our framework.
3 CONVENTIONAL INSURANCE

To capture the evolution of conventional cyber insurance since the late 1990s, we introduce a stylized three-stage model of development to capture broad trends, acknowledging that exceptions likely exist.

3.1 Experimental Cyber (1997-2006)

In the early years, there was no unified view of which risks cyber policies should cover. Baker observes that “the mature [insurance] product may not look much like the lightbulb that went off in the heads of the underwriters who invented it”, which was borne out by cyber insurance.

Coverage Initially, three of the biggest companies in the insurance industry had differing views on what would become the main cyber claims drivers. Leib Dodell, a corporate leader at Chubb, imagined cyber insurance would cover media liability resulting from firms publishing on the Internet. An alternative vision was provided by Ty Sagalow at AIG, who “wanted to cover the business interruption loss of a distributed denial of service attack”. In contrast, Emily Freeman and her colleagues at Marsh created a product covering “downtime from hacking, fraud, and viruses, with some liability and privacy loss protection”.

These differing views on what cyber insurance should cover during the early days of the market illustrates the first challenge insurers faced, namely crafting coverage for an emerging and rapidly shifting threat landscape. Even though the visions of leaders from Chubb and AIG did not come to pass, these firms went on to become the first and fifth largest US-domiciled cyber insurance providers (see Table 2).

Solvency In the late 1990s and early 2000s, insurers wrote few policies with low coverage limits relative to other corporate lines. Large multi-line insurers were comfortable writing a relatively small cyber portfolio with limited outstanding limit, not least because the product was highly profitable. For example, AIG reportedly achieved “$100 million in sales at 11% loss ratio” around the turn of the century. Anecdotal evidence suggests these insurers also bought primitive reinsurance policies (see Section 6 for more details).

Data Availability During this experimental stage, actuarial modeling based on a lack of data was tolerated. In part, this was because insurers viewed selling cyber insurance as a way to build a claims data set. It is worth quoting Sagalow on pricing initial cyber insurance at length:

“we had to make certain assumptions and we made certain analogies. So first on severity, we assumed that a client would be able to prove the amount of loss income in the same way they would if there was a fire. So we had to then decide, well, how long would this fire last? And then we had to decide how often it was. And we talked to a number of CTOs and CIOs and just made an assumption on how a denial of service attack would compare to having a fire, both in terms of length of recovery time as well as frequency. And of course it was a complete guess...”

In addition, many insurers used audits to collect information about security practices. For instance, the insurance carrier Hiscox assessed the security of its own policyholders and also the security of their Internet service providers before deciding whether to issue a policy.

Incentives These audits and assessments often created financial incentives to improve security. For example, AIG offered a 25% discount to customers whose security was audited and certified by the National Computer Security Association. Broker InsureTrust would have its own auditors perform a series of tests on clients’ networks and then instruct those clients on how to “rebuild” their computer networks to be more secure. These auditing efforts...

---

1 Cyber coverage was available under composite policies before this. For example, so-called Bankers Blanket Bond (BBB) policies covered banks for fraud and dishonesty losses including Computer Fraud, with Lloyd’s of London standardizing an endorsement in 1998.
were often rigorous, time-intensive, and expensive, with one insurer estimating in 2000 that “the best-performing insurance companies spend up to 30 cents of each premium dollar helping clients reduce loss probability” [7, p.45]. These high-touch consulting services would give way to automated services as insurers started to sell to smaller firms.

3.2 Data Breach Insurance (2007-2017)

An intuitive end to the experimental phase is when regulators first accepted cyber insurance policies as admitted products in the US. Once approved, admitted products limit the freedom of insurers to experiment by adjusting policy language and pricing. We are not aware of anyone claiming to have identified the very first admitted cyber policy, but a good enough answer is provided by Romanosky et al. [8]. Their study systematically collected admitted insurance policies from the three largest US states, identifying the first policy in 2007.

Coverage Romanosky et al. [8] also analyzed the coverage found in each policy. They found "somewhat consistent" coverage across cyber insurance products that typically covered third-party costs like “[regulatory] penalties, [litigation] defense and settlement costs”, as well as breach notification costs [8]. First-party coverage for costs like business interruption, data/system restoration and ransom extortion payments were available in some but not all policies [8].

In addition to being the year of the first admitted policy, 2007 is also the time when more than half of the states in the US had passed data breach notification laws [28]. Famous examples of data breaches included the theft of 45.6 million payment card numbers from retail chain TJX Companies Inc. in 2006, the theft of more than 100 million payment card numbers from Heartland Payment Systems in 2008, and the loss of personal records about 76 million veterans by the National Archives and Records Administration in 2009, among others [29]. Since the primary motive for these breaches was financial [30], and large organizations typically stored more payment card records than small ones, large organizations were much more likely to be victimized [31]. Large firms were also more likely to purchase insurance, in part due to increased concerns about class action lawsuits.

Solvency These large firms demanded higher coverage limits ($50 million plus), which created problems for individual insurers who wanted to diversify the risk across customers. This was solved, in part, by so-called tower policies in which different insurers wrote different slices of coverage, according to their risk appetite. For example, the primary (lead) insurer might write the first $10 million of losses after the deductible. Another insurer would take the losses between $15 and $25 million, a third insurer would cover the next $25 million and so on.

Even so, some policyholders were unable to purchase as much coverage as they wanted. For instance, at the time of its data breach in 2013, Target had only managed to "cobble together" $100 million in cyber insurance coverage from multiple carriers, and had been turned away by other carriers when it tried to purchase even more [32]. Following the Target breach, many insurers scaled back the coverage they were willing to make available through towers. In 2014, it was reported that where businesses might once have been able to obtain between $300 and $350 million in cyber insurance, they were now often only able to secure a tower of around $250 million, maximum [33]. To manage this exposure, insurers relied on quota-share reinsurance, which comprised 95% of the reinsurance market in 2017 [34] (see Section 6 for more details).

Data Collection Despite the growing number of data breaches being publicly reported, insurers still used surprisingly unreliable data sources. The data sources for actuarial models that were reported to regulators included:

---

4This meant the product’s policy wording and pricing was licensed by the insurance commissioners of the states in which the carriers operate. Although, the process varies across states.
Table 2. Data extracted from the US National Association of Insurance Commissioners’ reports on the cyber insurance market.

- Insurers’ Gross Written Premium (in $m) from 2018 to 2022.
- US Market Share (%) from 2018 to 2022.
- Loss Ratio (%) from 2018 to 2022.

<table>
<thead>
<tr>
<th>Insurer</th>
<th>Gross Written Premium ($m)</th>
<th>US Market Share (%)</th>
<th>Loss Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chubb</td>
<td>321</td>
<td>355</td>
<td>404</td>
</tr>
<tr>
<td>Fairfax Financial</td>
<td>38</td>
<td>65</td>
<td>109</td>
</tr>
<tr>
<td>AXA</td>
<td>256</td>
<td>230</td>
<td>293</td>
</tr>
<tr>
<td>Tokio Marine</td>
<td>45</td>
<td>47</td>
<td>78</td>
</tr>
<tr>
<td>Arch</td>
<td>-</td>
<td>-</td>
<td>172</td>
</tr>
<tr>
<td>Travelers</td>
<td>146</td>
<td>179</td>
<td>206</td>
</tr>
<tr>
<td>AIG</td>
<td>232</td>
<td>226</td>
<td>228</td>
</tr>
<tr>
<td>CNA</td>
<td>83</td>
<td>95</td>
<td>120</td>
</tr>
<tr>
<td>Liberty Mutual</td>
<td>66</td>
<td>69</td>
<td>42</td>
</tr>
<tr>
<td>Axis Capital</td>
<td>76.4</td>
<td>98</td>
<td>134</td>
</tr>
<tr>
<td>Beazley</td>
<td>111</td>
<td>151</td>
<td>177</td>
</tr>
<tr>
<td>Nationwide</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sompo</td>
<td>34</td>
<td>50</td>
<td>73</td>
</tr>
<tr>
<td>Zurich</td>
<td>43</td>
<td>44</td>
<td>64.4</td>
</tr>
<tr>
<td>Hartford Fire</td>
<td>40</td>
<td>50</td>
<td>103</td>
</tr>
<tr>
<td>BCS</td>
<td>70</td>
<td>76</td>
<td>87</td>
</tr>
</tbody>
</table>

“(i) ... external sources [surveys and/or publicly reported breaches], (ii) estimated or guessed, (iii) looked to competitors, (iv) leveraged the experience of their own underwriters, and (v) adapted prices from other insurance lines.” [8]

Many underwriters lacked historical data, with one insurer claiming “we have not experienced any claims over the past three years” [8]. But this lack of claims data did little to deter insurers from selling policies—quite the opposite, in fact; it suggested that insurers were unlikely to have to pay out many claims, fueling insurers’ optimism about this new product. Entrepreneurial insurers accepted the uncertainty [26], in part because cyber insurance was proving to be profitable over time. In 2018, the median loss ratio for cyber insurance policies in the US was 35%, compared to 62% for property and casualty policies, according to a report by Aon [35]. Figure 2 shows cyber insurance pricing was relatively stable from 2014 to 2018, which is backed up by a study of prices filed with regulators [36].

**Incentives** This influx of insurers created a soft market (meaning lower prices and broader coverage) that reduced the ability of insurers to require policyholders to follow security procedures or even collect risk information from their policyholders [37, 38]. Rather than the hands-on audits and assessments that insurers had used in earlier years when they had fewer policyholders to assess, many carriers relied on questionnaires to assess the security postures of would-be policyholders. Firms purchased policies from the insurers who had the shortest questionnaires and required the fewest security controls, creating a race-to-the-bottom [37, 39].

Despite having little influence on pre-breach security levels, insurers did influence how policyholders responded to incidents. Most insurers provided access to a breach panel, a list of incident response (IR) firms whose fees the policy would cover [40]. Insurers used market power to negotiate lower prices, and also monitored the IR firms’ service quality across multiple claims [41]. Some insurers found that during this period, early involvement of a lawyer was the most effective way to reduce the costs and risk of litigation following a data breach [40]. Many insurers set up their incident response mechanisms accordingly, with an emphasis on involving lawyers immediately rather than mandating...
pre-breach security controls [7]. This was a rational response to a threat landscape in which breach litigation was the main claims driver.

3.3 The Ransomware Epidemic (2018—)

From 2018 onward, the threat landscape shifted as ransomware became the biggest loss driver. Figure 2 shows how gangs succeeded in demanding ever greater ransoms. Ransomware gangs did not discriminate, which meant that smaller organizations also suffered first-party losses.

Some insurers responded by partnering with Managing General Agents (MGAs) who specialized in building technological solutions [42], essentially out-sourcing underwriting to an InsurTech firm. Other insurers acquired cyber MGAs [43]. A more recent trend has been insurers partnering with technology companies, both cybersecurity [44] and cloud vendors [45, 46], to get direct access to their customers’ security data in order to offer carriers an even more detailed picture of their policyholders’ security postures.

Coverage As previously mentioned, many policies already covered first-party losses [8]. The main shift was in what drove claims, which shifted to predominantly ransomware and fraudulent wire transfers caused by social engineering. As Baker observes [26], the expanded cyber insurance product was closer to Freeman’s vision of a blended first- and third-party cyber insurance product covering downtime from incidents, as well as liability from any resulting litigation. This threat landscape impacted businesses of all sizes across every industry sector, unlike breach litigation that predominantly impacted large firms holding sensitive data [31]. The increased demand for policies that covered a growing number of risks faced by a wide variety of organizations caused the market to expand. Still, there were some costs that most insurers generally refused to cover—for instance, losses of intellectual property and trade secrets. But as part of a partnership with their cloud vendor, Google cloud customers could become eligible for an exclusive “specialized cyber insurance policy” called Cloud Protection +, which provided additional coverage, including compensation for trade secret loss [47]. An open question is how meaningful this additional coverage is in actuality.

Solvency The growth in the size of the market increased the risk of cyber catastrophe. Various realistic disaster scenarios were published [48], in which experts imagine a specific large scale cyber attack and try to model the
consequences. With time, natural catastrophe modeling firms developed stochastic models that allowed insurers and reinsurers to model how a catastrophic event could impact the policies they had underwritten. Insurers typically managed cat exposure by purchasing cyber reinsurance. For example, “over 75% of cyber insurers transfer[red] risk to reinsurers” by 2018 [49]. The importance of reinsurance is evidenced by SwissRe estimating that half of all cyber insurance premiums ultimately flowed to a reinsurer by 2020 [50].

There is a question about whether partnering with cloud service providers increases correlated losses related to a single outage or attack. However, increased exposure to a single cloud provider could be beneficial if that provider is particularly responsible for improving customer’s security posture [51]. For example, one InsurTech firm found that “organizations that used Google Workspace experienced the lowest frequency of incidents” [52]. Insurers limited the availability of these cloud partnerships.

**Data Collection** The shift to insuring smaller firms and the rise of technology-focused MGAs aided actuarial modeling. The problem with insuring large firms is heterogeneity as these firms had the resources to develop custom IT infrastructure tailored to business needs and historic mergers. Further, the models were trained on a handful of data points because there are only so many US-based retailers with $100 billion or more in revenue. This combination of heterogeneity and small data sets limits actuarial science. In contrast, small firms tend to adopt commoditized IT solutions and there are more data points upon which to train models.

MGAs took advantage of these factors, and also the ability for automated data collection. Instead of asking for a questionnaire that had to be manually filled out, MGAs asked for the insured’s email domain and collected data via Internet scans. It is notable that InsurTech firms do not typically complain about a lack of data.

When ransomware claims spiked for insurers in 2019 and 2020 (see Figure 2), the limitations of the data that insurers had collected came under closer scrutiny. Most carriers had failed to predict the surge in ransomware and reacted by significantly increasing their premiums but were not confident in their ability to model the rates of ransomware attacks. One insurer said, “When we got our shirts handed to us by ransomware in 2020, we overhauled our ransomware underwriting model and strategy . . . But candidly, it was from my understanding and not from real data” [54].

Cloud company partnerships could improve on prevailing data collection methods because the data provided by cloud providers is not self-reported and can be collected regularly, not just when policies are renewed like with questionnaires [55]. These partnerships also make it easier to enforce and verify whether policyholders implement certain required security behaviors, which mainstream insurers did not previously have the ability to do at scale.

**Incentives** Insurers use the available data sources to try to guide policyholders towards improved security practices. External network scans enabled one InsurTech to notify policyholders about “vulnerabilities and ports exploited by ransomware groups resulted in a 65% drop in ransomware-related claims from April to September 2020” [38]. There were also reports that purchasing cyber insurance could be conditioned on policyholders implementing “multi-factor authentication (MFA) as well as endpoint detection and response” [56]. Partnerships with IT vendors, such as the main email providers like Google and Microsoft, could allow insurers to directly measure configuration details like whether MFA is enabled, and thereby enable them to create incentives for better security by adjusting premium pricing according to policyholders’ cloud configurations.

---

5Cloud providers run geographically distributed data centers and employ highly-resource security and reliability teams. To date, there has been no outage impacting all data centers at one provider. Therefore, it is erroneous to consider failures at individual data centers as perfectly correlated, and it can be argued this risk is largely uncorrelated.

6For instance, the Google Cloud partnership was initially available only to US customers with revenue between $500 million and $5 billion, and it only offered up to $50 million primary capacity [53].
3.4 Summary

After a decade of experimentation, the US cyber insurance market settled on a product that addressed data breach risk primarily faced by large companies [8]. This business model was broadly profitable until as late as 2018, which can be seen in Table 2 showing that the median loss ratio among the biggest cyber insurers was just 23.4%. By the end of 2021, the ransomware epidemic had caused the median loss ratio among the biggest providers to rise to 76.9%, despite dramatic price hikes at the beginning of the year. This represents the failure of a business model that largely assessed risk via qualitative answers to questionnaires and entrusted lawyers to direct the response to cyber incidents.

Despite deteriorating loss ratios, all the insurers in Table 2 increased gross written premium in 2021. This created two new imperatives. To manage the growth, insurers needed more reinsurance and external capital to manage solvency risk. To decrease loss ratios, insurers had to solve the problems of data collection and incentives. This typically involved partnering with or acquiring InsurTech providers. Loss ratios actually stabilized in 2022 (see Table 2), although it is too early to tell whether this was caused by the insurers’ improved security incentives or was instead the result of heterogeneous shocks, such as the Ukraine war impacting ransomware gangs.

The data collection elements of the insurance industry have evolved from individual, customized security audits in the early years of the cyber insurance industry, to self-reported questionnaire responses by policyholders in the data breach era, to automated scans of policyholders’ networks, and most recently to integration with cloud and security vendors. Over the course of this evolution of data collection efforts it is not clear that the insurers have entirely replaced the old collection tools with new ones—or even intend to do so. For instance, many insurers that partner with cloud companies or EDR providers still require their policyholders to fill out self-reported questionnaires, even if they already have access to a large volume of security data through automated platforms. This could be in part because questionnaires help insurers to assess security governance processes that cannot be easily collected through automated platforms. It may also be because these written attestations about a company’s security postures have more relevance to coverage litigation. In either case, the combination of multiple data collection methods points to how each method provides an incomplete picture in isolation. Carriers are continuing to explore better ways of collecting data about their policyholders’ security and use that data to incentivize better security practices, such as the recent cloud and security vendor partnerships.

4 CYBER WARRANTIES

Cyber warranties emerged as a direct challenge to the growing cyber insurance market. At Black Hat USA 2014, Jeremiah Grossman, the founder of a security auditing firm, announced a guarantee:

“If a WhiteHat customer were hacked, WhiteHat would refund the customer’s money for the services they paid for and the first $250,000 of any breach-related costs.” [9]

At a different conference a few months later, the pay-out was increased and Grossman described the $1.34 billion cyber insurance market as “budget left on the table” by the InfoSec industry. Grossman went on to join an end-point monitoring firm, that subsequently announced a $1 million security warranty in 2016 (W2 [57]). That year also saw two warranties (W3 [58] and W4 [59]) announced by other companies. A further 17 warranties were announced, with 15 of those in 2020 or later.
4.1 Warranties (2014—)

Coverage An express warranty is a guarantee in the contract that the product offers a certain service or level of functionality. For cyber warranties, this is typically a guarantee that it will prevent specific types of attacks linked to the functionality of the vendor’s product. For example, a software auditing firm’s warranty (W5) only covers losses resulting from vulnerabilities that were known at the time of audit, which means the warranty does not cover 0-day vulnerabilities [60]. A backup provider’s warranty (W10) only covers encryption based ransomware incidents:

“a malware software program that infects Customer’s systems from external sources (i.e., in the wild), which installs, persists, and encrypts a material portion of files ("Ransomware"), and continues to demand payment in order to decrypt the encrypted files.” [61]

This definition excludes ransom situations in which the criminal threatens to leak stolen data. This is admittedly justifiable given the vendor provides a cloud back-up service, which can only mitigate encryption-based threats, but it illustrates how warranties often contain idiosyncratic gaps in coverage.

Warranty terms and conditions were inconsistent [60], with coverage limits often much lower in practice than the headline announcement. For example, Rubrik announced a $5 million dollar warranty, but the small print reveals this is only available to customers who store 5 petabytes of data with the provider [61]. Those with 500 terrabytes or less received a warranty of $250k. Similarly, W2 and W12 both include a sub-limit of $1k per infected machine, which means a total of 1,000 machines would need to be infected to claim the full limit.

This narrow coverage has led various stakeholders to argue warranties do not adequately address the threat landscape [60]. A competitor of SentinelOne pointed out that their warranty only covered ransom payments to criminals and asked “couldn’t SentinelOne have just offered to throw in a decent backup program?” [13]. SentinelOne responded by envisioning a world in which “a customer had endpoint security, firewalls, email security and web security, all backed by a guarantee” [13], an implicit acknowledgment that their warranty did not go far enough in isolation. A cyber insurer warned that cyber warranty “protection provided on a system by system basis could lead to confusion and inefficiencies” [14].

Solvency There is a lack of data regarding the cost of warranties in terms of pay-outs to customers, not least because these are an emerging product without the insurance industry’s regulatory regime that creates reporting requirements, which allowed us to produce Table 2. Some vendors offering warranties purchased insurance to manage solvency risk. For example, W9 emphasizes that their “warranty is backed by an insurance policy purchased from the Munich Re Group” [14], and W4 claims that “a top-tier insurance firm will be providing the warranty” [59].

Data Collection Vendors are unlikely to complain about the availability of technical data given they are in the business of building and operating network/device monitoring solutions. Some providers require customers to provide specific data to make a claim, such as W8 that requires “the strain of malware or data logs with associated traits for a device, and covered software affected” [65]. Most insurers do not require this level of detail to make a claim [41].

Incentives Cyber warranties are perhaps most notable for imposing onerous security requirements [60], especially relative to cyber insurance exclusions. These include a mixture of high-level requirements like “maintaining a strong cybersecurity posture” [68] and more specific procedures, such as “providing Security Awareness Training and Phishing Simulation services” [65]. The full requirements can be extensive. For example, Rubik’s $5 million warranty requires completing health checks and remediating the recommendations, as well as following ‘Security Hardening Best Practices’

---

7 Anecdotal evidence was collected at a security conference. When an author of this paper asked about warranties at a vendor booth, the salesperson proudly claimed that their company had never paid out on their cyber warranty. This fact was meant to be a sign that their product was highly effective, even though it is implausible that none of their customers had suffered an incident given their size.
Table 3. Publicly announced cyber warranties. * Many of these warranties have additional conditions (e.g. $1k per machine up to a limit of $1m) that reduce the effective limits, although this is not consistently reported.

(see Appendix A for more details). This amount of detail on security processes that must be followed was not present in cyber insurance policies in a sample from 2007 to 2017 [8].

4.2 Summary

Warranties emerged in 2014 as a challenge to the then $1.3 billion cyber insurance market [79]. Yet warranties have received constant critiques related to gaps in coverage [13, 14, 60]. These gaps help warranty providers avoid paying out on cyber attacks, thereby reducing insolvency risk. But by not paying out, the warranty providers also limit the ability of these cyber risk transfer solutions to meet customer demand for risk transfer. For this reason, warranties were a side show to the cyber insurance market that has grown rapidly since the first warranty was announced in 2014.

More positively, warranties allow vendors to differentiate themselves from competitors who are reluctant to be “liable or accountable” [80]. Warranties also provide an interesting model because of the vendors’ ability to observe and influence their customers’ security practices. These were two challenges that traditional insurers struggled to solve, which helped enable the ransomware epidemic.

5 PARAMETRIC INSURANCE

Parametric insurance products pay-out if predefined events occur, which can be contrasted against conventional policies that are triggered when the policyholder suffers a loss. Given parametric pay-outs are fixed ahead of time, the insurer need not investigate or quantify the harm suffered by the policyholder. Parametric triggers are often defined via externally observable events, such as a cloud outage, which are covered regardless of whether they are caused by a deliberate, malicious attack or an error.
5.1 Cloud Outage and Data Breach Cover (2019—)

Coverage The coverage of parametric insurance products varies depending on the provider. QOMPLX claimed to launch the first "multi-peril parametric insurance product" in 2019. The product provided automatic payments for small and medium-sized enterprises in the UK via three triggers: (1) the report of a data breach to the UK Information Commissioner’s Office under the GDPR, (2) unplanned interruptions of "electronic services provided by a named critical partner, resulting in an outage duration of more than 48 hours," and (3) terrorism events occurring within the insured’s postal code [81, 82]. The payment related to the terrorist incident is made "regardless of physical damage" [81, 82], even if the property is entirely unaffected by the incident, illustrating how parametric differs from conventional insurance. A similar parametric product for cloud outages was launched by AkinovA in 2020 [83].

In 2020, Parametrix launched parametric insurance products covering cloud service outages or downtime at named providers, including cloud providers AWS, Microsoft Azure, and Google Cloud, ecommerce platform Shopify, and content delivery networks Cloudflare, Fastly, and Akamai [84, 85]. Standard cyber insurance typically only cover losses from outages that are 8 hours or longer, whereas some Parametrix policies begin paying out just one hour after an outage begins [85]. Parametrix coverage spans many possible causes—many unrelated to security—cloud service outages:

"from human errors to cyber events to hardware malfunctions, including physical perils like fires, storms and hurricanes. If your provider is the target of a cyber attack and your insured cloud regions and services are impacted, you are covered."

There are some exclusions, however, including degradation of service, planned maintenance, government and regulatory action, and war [86].

Solvency Parametric insurance providers limit their exposure to catastrophic risk through a combination of limits on policies, reinsurance, restricting new products to limited groups of customers, and exclusions for potentially large-scale risks. For instance, Parametrix’s coverage limits are typically between $100,000 and $5 million but can be as high as $10 million, with payouts backed by various reinsurers [85]. Similarly, QOMPLX’s WonderCover product was limited to small and medium size businesses, with limits ranging from £5,000 to £100,000 for businesses with an annual turnover of up to £12 million, and its policies were backed by a reinsurer (Chaucher) [87]. Partnerships with reinsurers are made easier by the contract certainty provided by the objective triggers associated with parametric insurance [81]. These same triggers could be used in Insurance Linked Securities (see Section 7). Finally, exclusions on events like war and regulatory action also helps limit exposure to catastrophic risk.

Data Collection In order to define a trigger, parametric providers typically need an externally verifiable method to detect whether an event has occurred. This verification method may also be used to measure the frequency of events. For example, Parametrix continuously probe popular cloud providers to detect outages. This uses external network scans rather than sensitive information about security incidents or their causes. Similarly, QOMPLX offered coverage for data breaches reported to the UK regulator under GDPR partly because there are public databases about historic breaches [88], which helps with developing actuarial models.

Incentives Parametric providers treat cyber incidents more like weather events that are out of the provider’s control. For example, one provider boasts that its “policies are built on the likelihood an event will occur; the probability of occurrence is based on current and historical data, removing the uncertainty” [89], which suggests they are not actively trying to reduce the likelihood. This is justified given the likelihood is controlled by large cloud providers without any commercial relationship to the provider. However, for other triggers, such as data breaches under GDPR, the provider
could reduce the likelihood by creating incentives for improved security. Doing so is unlikely as it complicates the core selling point of parametric insurance, simplicity and certainty.

5.2 Summary
While parametric insurance provides an interesting model, it remains a niche product. For example, QOMPLX does not list the WonderCover product on its website as of February 2023 and appears to have pivoted to managed security services.\(^8\) Growth is not helped by challenges tailoring parametric coverage to the threat landscape. As Section 3 showed, policyholders must manage the risk of a mixture of perils including ransomware, data breaches, funds transfer fraud, technology outages, media liability, and denial of service. Parametric products cover at best one or two of these risks, which necessitates finding alternative solutions for the others. It also requires firms to know ahead of time how much an incident will cost—over-estimating potential costs leads to unnecessarily expensive products (although this represents a windfall if the event occurs), while policyholders must accept the residual risk that costs were under-estimated.

More positively, parametric insurance avoided the challenge conventional cyber insurance providers face in lacking reliable data about cybersecurity incidents. Parametric pricing need not estimate the damage associated with events, and can instead focus on the frequency of specific events, which can often be externally measured. This allows providers to largely ignore the challenge of incentivizing more secure behavior. Simplicity also speeds up claims processing as the pay-out is fixed. QOMPLX touts its “automatic payments based on objective triggers” and the fact that its policyholders “receive payment quickly rather than waiting to find out if a claim qualifies or enduring a potentially contentious loss adjustment process” [81, 87].

6 REINSURANCE
In describing the main primary risk transfer products (cyber insurance, cyber warranties and parametric insurance), we found that all relied on reinsurers to manage solvency. This helps to explain how reinsurers hold so much cyber risk. Insurers were ceding 46% of cyber premiums to reinsurers as of January 2021, up from 40% in 2020 [90]. Despite the size of the cyber reinsurance market, there is a dearth of academic research.

6.1 Quota Share (2000—)
Coverage Reinsurers can extend coverage for cyber losses via two broad mechanisms: (i) silent cyber in which via non-cyber policies; (ii) affirmative cyber reinsurance. Typically reinsurance contracts do not specify which specific losses are covered because this is inherited from the wordings of the primary policies. Nevertheless, the structure of the different types of reinsurance are worth discussing.

Silent cyber coverage is defined to be “implicit cyber exposure within ‘all risks’ and other liability insurance policies that do not explicitly exclude cyber risks” [91]. This means traditional reinsurance may cover cyber losses, even if the (re)insurers did not expect this. The industry and regulatory community have been aware of this issue since at least 2012 [92]. In 2020, Wrede et al. [93] analyzed 48 traditional insurance policies and interviewed 10 practitioners and discover “a considerable amount of silent cyber coverage” in the German market.

The most common type of affirmative cyber reinsurance is quota share, which represented 95% of all cyber reinsurance in 2017 [34]. Quota share reinsurance is typical of immature markets [94]. In a quota share agreement, claims costs are shared between insurer and reinsurer in a fixed proportion (e.g. 50-50).
Another type of reinsurance is excess of loss (XoL) reinsurance, in which reinsurers only pay if claims exceed a defined threshold. Depending on the limits and deductibles, this means reinsurers pay a greater fraction of claims when extreme losses occur, but insurers pay a greater share of claims in typical years. Reinsurers are reluctant to accept this structure in cyber insurance because of uncertainty about the potential for catastrophic losses [95]. Nevertheless, the prevalence of XoL treaties has increased since 2017 [96].

**Solvency** The market concentration in cyber insurance is extreme given half of all cyber premiums ultimately flow to reinsurers [50, 90]. One industry insider reports that “the four largest reinsurers of affirmative cyber represent close to 80 per cent of the total market” [97]. There is an order of magnitude more cyber insurers who collectively represent the other half of cyber premiums [98]. While this concentration of risk is concerning, it is worth noting that quota share arrangements have a cap on the reinsurer’s loss ratio (e.g. 400%), which limits catastrophic exposure for the reinsurer. Reinsurers further manage insolvency by writing multiple lines of insurance, being well-capitalized and purchasing retrocession policies (insurance for reinsurers). Reinsurers can also offload catastrophe risk to capital markets [96], something we consider in the next section.

While reinsurers are actively managing their exposure to affirmative cyber reinsurance, it is harder to track their exposure to silent cyber. The NotPetya cyber attack provides a useful case study because the White House estimated it caused $10 billion of damage. Only $3 billion of those losses were insured [99], of which just $300 million was claimed under a policy that affirmatively covered cyber. The proportion of affirmative to silent cyber claims (1:9) is notable. Extrapolating from this case-study is complicated by ongoing efforts to eradicate silent cyber coverage and also the relatively higher limits available for non-affirmative coverage. Regardless of the distribution across silent and affirmative reinsurance, the worst cyber loss in recent history (NotPetya at $10 billion) is an order of magnitude smaller than the worst natural catastrophes, such as Hurricane Ian at $113 billion [96].

**Data Collection** Whereas insurers are limited to their customer base, reinsurers can collect information about claims, policy language, and risk assessments from all of the primary insurers who purchase reinsurance. This data could be aggregated across all of the quota share agreements (covering 50% of premiums), eventually creating a data repository. Reinsurers thereby create claims repositories—a long standing public-policy goal [92]—via normal business operations. In collecting this data, reinsurers are limited by problems related to unstructured data collected without a common data schema [92] and also litigation risk distorting claims reports [54]. The resulting uncertainty, in particular the lack of consensus on risk distributions, may be limiting growth in cyber reinsurance and the wider market [100]. Exploring this issue provides an interesting avenue for future work.

**Incentives** Quota share contracts primarily limit principal-agent issues because primary insurers have a proportional exposure to catastrophe [24], unlike under an XoL treaty. Reinsurers also audit the primary insurer’s underwriting and claims history during the application process. Primary insurers can negotiate better deals if they show more due diligence and expertise when underwriting. The proportion (50%) of premiums that flow to cyber reinsurers suggests they have significant market power, although the lack of research means it is unclear how this is wielded. Anecdotal reports suggest a major reinsurer took the “necessary steps” to ensure its primary insurance customers included a sufficiently broad cyber war exclusion [101].
6.2 Summary
Quota reinsurance allowed primary insurers to de-load risk, both catastrophic and typical, but also meant profit was shared with reinsurers. The limited growth of XoL policies meant that reinsurers shared the exposure to catastrophic risk with insurers. By 2022, a small number of reinsurers sold the majority of cyber reinsurance. This is partly because the other reinsurers were uncomfortable with cyber risk, but also due to “instances of deliberate aggressive growth among the top four” [96].

As the market concentration peaked, primary insurers began to seek alternatives to cyber reinsurance. For large multi-line insurers, more self-insurance is an option. This may explain why the largest US cyber insurer canceled their cyber reinsurance treaty in 2023 [102], given their cyber business is a fraction of the firm’s total business. The insurer, along with others, opted instead to tap capital markets. As the next section outlines, these solutions ranged from insurers issuing cat bonds through to an InsurTech firm founding its own reinsurer.

7 CAPITAL MARKETS
The capacity crunch in reinsurance markets increased demand for alternatives. That predominantly involves transferring risk to investors.

7.1 Insurance Linked Securities (2022—)
Coverage The most important ILS product is a cat bond. Cat bonds function like normal bonds if there is no catastrophe, in that investors receive their initial investment (the principal) plus a stream of interest payments. The main difference is that cat bonds forgive the repayment of interest and (some of) the principal if a catastrophe arises. The issuer, the (re)insurer, can use the freed up funds to cover claims related to the catastrophe. As such, cat bonds must clearly define the conditions describing the covered catastrophic events. These triggers can be divided into indemnity triggers based on underwriting losses, and parametric triggers based on externally observable events.

Cyber cat bonds were slow to develop. The first cat bond that explicitly covered cyber risk was issued by Credit Suisse in 2016. The trigger focused on operational risk, with cyber representing just one potential exposure among many [103]. The first standalone cyber cat bond was issued in 2023. It provides one year of per-occurrence indemnity reinsurance protection against a “remote probability catastrophic and systemic events”. Table 4 shows other insurers followed by issuing their own cat bonds. All of these bonds include triggers based on insured losses exceeding a certain threshold, not a parametric trigger like an outage at a particular cloud provider. SwissRe’s Cat Bond differs slightly in that it is triggered by losses across the entire US cyber industry exceeding a threshold of $9 billion, not just losses in SwissRe’s portfolio.

Alternative structures were used by HannoverRe and Coalition to raise $100m and $300m respectively from capital markets. HannoverRe issued a quota share arrangement, by which investors share reinsurance losses on a proportional basis (similar to when insurers purchase quota share reinsurance). Coalition secured $300m from a range of investors in order to launch an independent reinsurer [106], which could then sell reinsurance to Coalition.

---

10 The principal is typically returned three to five years later. The investors’ funds may be held in a secure collateral account. In exchange for assuming the risk of losing the principal, cat bonds have a higher yield than conventional bonds (e.g. 15%) with the exact value determined by the likelihood of the specified catastrophe.

11 The bond covers “exposures including: certain cyber risk exposures, such as IT system failure that causes business interruption; fraudulent behaviour both of external parties and employees of the investment bank; fiduciary issues; losses due to improper business practices or unauthorised activity; accounting errors; documentation errors; regulatory compliance issues; HR issues; discrimination in the workplace; or even personal injury.”
<table>
<thead>
<tr>
<th>Cedant</th>
<th>Trigger</th>
<th>Type</th>
<th>Size</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beazley</td>
<td>Indemnity</td>
<td>Private Cat Bond</td>
<td>$45m</td>
<td>Jan 2023</td>
</tr>
<tr>
<td>HannoverRe</td>
<td>Indemnity</td>
<td>Quota share retrocession</td>
<td>$100m</td>
<td>Jan 2023</td>
</tr>
<tr>
<td>Beazley</td>
<td>Indemnity</td>
<td>Private Cat Bond</td>
<td>$20m</td>
<td>May 2023</td>
</tr>
<tr>
<td>Beazley</td>
<td>Indemnity</td>
<td>Private Cat Bond</td>
<td>$16.5m</td>
<td>Sep 2023</td>
</tr>
<tr>
<td>AXIS Capital</td>
<td>Indemnity</td>
<td>Cat Bond (144A)</td>
<td>$75m</td>
<td>Nov 2023</td>
</tr>
<tr>
<td>Beazley</td>
<td>Indemnity</td>
<td>Cat Bond (144A)</td>
<td>$130m</td>
<td>Dec 2023</td>
</tr>
<tr>
<td>SwissRe</td>
<td>Indemnity*</td>
<td>Cat Bond (144A)</td>
<td>$50m</td>
<td>Dec 2023</td>
</tr>
<tr>
<td>Chubb</td>
<td>Indemnity</td>
<td>Cat Bond (144A)</td>
<td>$100m</td>
<td>Dec 2023</td>
</tr>
</tbody>
</table>

Table 4. Cyber insurers transfer risk to capital markets using a range of solutions. * the first cyber cat bond with an industry loss index trigger.

Solvency The first cyber cat bond was just $45 million [10], which is dwarfed by the wider market for natural catastrophe bonds that was estimated to be $38.2 billion in June 2022 [107]. Similarly, the $300m investment in establishing a reinsurer is a fraction of that private equity firm’s total investments [106], let alone the wider market. This diversification is a core attraction of capital markets. It is implausible that cyber risk transfer products could destabilize capital markets because the sums of money at play are too small, even if the cat bond limits were totally exhausted. However, losses are likely to reduce the supply of cat bonds in subsequent years, which creates capacity issues for (re)insurers.

Data Collection Much like reinsurers, the reliance on indemnity triggers mean investors must model not only the likelihood of catastrophe, but also how the event would translate into insured losses. To do this, investors must assess the underwriting quality of their (re)insurance partners for quota share agreements. For example, an investor can only evaluate the value of a cat bond with an indemnity trigger by understanding how likely it is that the issuer’s cyber portfolio results in a qualifying loss. This requires the cooperation of the issuer, which involves sharing details on underwriting strategy and historic performance.

This is different for parametric triggers, in which cat bond payouts are determined by a so-called objective trigger. For example, a cyber cat bond might pay-out if there was an outage of at least 36 hours at 3 or more regional data centers at the main cloud providers in the USA. To evaluate such a bond, investors would need to model cloud outages, much like Parametrix do at present. The lack of reliable cyber cat models, as well as basis risk, is part of why we are likely to see quota share/indemnity trigger mechanisms for the foreseeable future.

Incentives We are not aware of any articles explaining how capital markets influence the day-to-day operations of either reinsurers, insurers, or risk holders. However, one can imagine the potential for this. In a speculative essay, Bruschi [108] describes how cyber cat bonds could disincentivize states launching cyber attacks against each other. He suggests that if Russia held cyber bonds issued by the US insurance industry then “Vladimir Putin would have to worry [before launching an attack] about erasing billions of dollars from his own country’s pension funds, possibly leading to riots in the streets” [108]. A similarly outlandish scenario is that an ILS investor requires insurers to no longer write a certain industry or avoiding specific technologies. This is unlikely given ILS products are sold to a range of investors, who manage a portfolio of ILS investments.

An evolutionary mechanism seems more realistic. Rational markets would offer the capital most willingly to those insurers who can demonstrate superior underwriting processes. Cheap capital allows those insurers to expand
underwriting. This could improve social welfare if capital markets reward insurers who actively improve the security posture of policyholders, as imagined by early articles on cyber insurance [22].

7.2 Summary

Experiments in transferring cyber risk to capital markets are the newest development covered in this paper. The size of the investments remains modest, which reflects the huge uncertainty involved. For example, the initial $45 million cyber cat bond is a drop in the ocean of the larger cat bond market. However, further tranches were subsequently issued. This cat bond model defined via an indemnity trigger based on the primary insurers’ cyber claims is a simple structure. Coalition securing $300 million to create an independent reinsurer provides an alternative model [106]. Another interesting model is a parametric trigger linked to a specific event.

8 DISCUSSION

This section aims to distill the core themes emerging from the five risk transfer products. This resulted in the following high-level research goals, which we describe in more detail in the following:

(1) Develop a suite of parametric triggers that cover the threat landscape and address basis risk.
(2) Advance state-of-the-art cyber catastrophe models to understand exposure to aggregate risk.
(3) Quantify internal security to better model and price security processes.
(4) Define and enforce a standard of reasonable security based on statistical evidence.

**Indemnity Coverage is King** Indemnity based cyber (re)insurance products were the most successful in terms of market growth. This can be seen in the combined markets for primary cyber and quota share cyber reinsurance hitting $10 billion. These products were flexible enough to cover the threat landscape as it shifted away from data breaches towards ransomware and funds transfer fraud. A more recent example is the spike in lawsuits related to unlawful web tracking, for which “there’s cover under many cyber policies” [109]. Reinsurance covers these claims unless the reinsurer has proactively excluded that peril, which is rare.

In contrast, parametric products cannot easily adjust to the threat landscape. For example, the QOMPLX product paid out if a policyholder reported a data breach to the regulator. The policy would not be triggered if the ransomware gang did not exfiltrate data following an incident, even though the firm might still face a sizable ransom demand and business interruption loss. The solution is to define better triggers, in particular a suite of parametric triggers that cover the full spectrum of cyber losses.

Dal [110] proposed a parametric trigger based on a threshold of activity from a commercial threat intelligence feed. This is analogous to natural catastrophe triggers defined in terms of the strength of a wind storm or earthquake on a scientific scale. It remains unclear whether threat intelligence activity proxies insurance claims, again the problem of basis risk. In contrast, Parametrix’s product directly hedges the risk of cloud outages because the trigger includes both malicious and accidental causes. To build on this, researchers should work on developing parametric triggers that: (i) are objective; (ii) reliably proxy digital losses; and (iii) are externally verifiable.

**Aggregation Models** The capital crunch, in which primary insurers are scrambling to find efficient solutions to hedge catastrophic risk, emerged around 2021. This is perhaps strange given that cyber has avoided catastrophic outcomes, thus far at least [111]. The core problem is a lack of trust in cyber catastrophe models. In comparison to nat cat models of hurricanes and winter storms, market-leading cyber cat models display “an extended tail and a high
degree of uncertainty” [112]. The heavy tail is partly driven by conservative assumptions, such as not taking into account that cloud services comprise geographically diversified data centers [113].

The challenge for future researchers is to accurately model the potential for cyber catastrophe. This will require multiple models that can account for how different perils arise. Cloud outages are caused by a centralized entity failing to prevent the incident, whereas wormable malware results from multiple insureds failing to prevent the incident. Even worse, distributed Denial of Service attacks can be caused by uninsured entities failing to prevent botnet infection. Large scale casualty losses are caused by trends in the legal system, such as recent court cases about whether web tracking violates the 1988 Video Privacy Protection Act [109]. Given how quickly the threat landscape changes, each of the four scenarios could be the cause of the first cyber catastrophe, or it could be the result of an as-yet-unimagined scenario. The science of cyber cat modelling must address these unknowns.

Quantifying Internal Security

The rise of InsurTech firms relied on using external network scans for underwriting. Some carriers subscribed to a scanning platform, meanwhile others acquired or built these capabilities. Network scans provide externally verifiable security information, providing the relevant IP range is identified. However, external scans cannot collect data about internal IT infrastructure, let alone processes or the awareness of employees.

This leads to the research challenge of collecting more information about internal assets and security culture. The former could involve asset discovery techniques deployed from within the network, or alternatively making inferences based on external indicators [114]. Measuring security awareness is an ongoing area within Human-Computer Interaction [115, 116]. However, any data collection techniques must be sufficiently light-weight so as not to increase friction when purchasing risk transfer products. This is perhaps why insurers have partnered with technology vendors who already have network access, as in the cloud and security vendor partnerships. Even so, cloud providers may still have to figure out how to make their customers’ data accessible and comprehensible to an insurer.

As insurers have wrestled with data collection, many regulators have also taken an interest in trying to collect more data about cybersecurity incidents through regulatory reporting schemes. Such efforts include the Securities and Exchange Commission cybersecurity disclosure rules, the Cyber Incident for Critical Infrastructure Reporting Act of 2022, and the European Union’s NIS2 Directive. While it is still unclear whether the data collected by regulators under these programs will be useful to insurers and others engaged in cyber risk transfer, it is notable that government stakeholders are also concerned with the lack of reliable data about cyber risk and are taking steps to address the problem.

Defining Reasonable Security

Creating incentives to improve security requires finding a balance. If providers require too much security, then policyholders will fail to meet achieve it, pay-outs will be denied, and trust in the risk transfer product will fall—we suggested this was the case for many cyber warranties. If the required security level is too low, then pay-outs will be frequent and providers will be forced to raise the price of the product—we suggested this was the case for cyber insurance as it transitioned from the data breach to ransomware era. Thus, a major challenge is to define and enforce reasonable security. This is also an area where regulators are increasingly active in trying to determine baseline expectations and standards for cybersecurity.

Realistically, there is no single definition, but instead a range of contextual definitions. This can be seen in the warranty T&Cs that were tailored to the functionality of each product. One option would be to require the most effective security controls, although the state of the scientific literature was underwhelming in 2021 [21]. An interesting direction is to instead seek to understand societal expectations around security [117].

Alternative Histories

Finally, we turn to the accuracy and completeness of our study. We titled our article as ‘a history’ instead of ‘the history’ to invite authors to publish alternative histories of individual products or cyber risk
transfer at large. At best, our work sketched the high-level development of these products in terms of which perils are covered, what data is collected, and who partners with who. Future work is undoubtedly needed to fill in details, such as how policy wordings developed over time. At worst, our account does not represent the broad history as seen by others. We encourage authors to come forward to address both issues.

Most fundamentally, cyber risk transfer products continue to evolve at a rapid pace. Professional historians typically wait decades before beginning historical research, meanwhile we waited months for some sections. We have no doubt that the cyber risk transfer landscape will look completely different in a decade, and look forward to reading future works on those differences.

9 CONCLUSION

Cyber risk transfer mechanisms adopt diverse approaches to solving the challenges of coverage, solvency, data collection, and incentives. The growth of cyber risk transfer is a challenge to the cybersecurity industry. The first warranty was announced at a prestigious InfoSec conference, with the speaker arguing the then $1.4bn cyber insurance industry was "budget left on the table" by InfoSec vendors [79]. In the following decade, tens of InfoSec vendors announced warranties (see Table 3). Due to gaps in coverage, warranties failed to displace the cyber insurance market, which grew by over 1000%.

In contrast, insurers seek first to offer broad coverage, and then scramble to measure and incentivize risk prevention across the diverse perils. In contrast, warranties and parametric insurance offer a cyber risk transfer solution for a narrow set of risks for which the provider has significant visibility, leaving the customer to manage the uncovered risks. For this reason, indemnity insurance became the mainstream cyber risk transfer mechanism.

As the market grew in size, the challenge of obtaining external capital became difficult due to the cyber reinsurance capacity crunch. To continue growing their portfolio, a number of primary insurers transferred risk to investors. To date, the most common schemes to secure capital are defined in terms of the primary insurer’s claims. This is clearly true of quota share reinsurance, the most common approach, but it is also true of the first cat bonds (see Table 4). We are yet to see capital investors rely on parametric triggers, in which pay-outs are determined by an externally verifiable event. Though parametric insurance providers are experimenting with small sums, the triggers could still be re-used for by capital investors. Any risk that cannot be off-loaded to reinsurers or capital markets will be held by the primary insurer, with the insurer holding a greater share of the rewards.

Despite this growth, Schneier’s prophecy that “the computer security industry will be run by the insurance industry” has not yet come to pass [22]. A step in the opposite direction sees cloud and security vendors define the APIs through which cyber risk information is communicated. In this model, insurers improve data collection by partnering with technology firms. Another model sees insurers harness technology, such as buying scans as a service or acquiring cyber technology firms [41, 43]. Yet another model is provided by InsurTechs who first build a technology platform and then later solve the insurance problems by, for instance, securing venture/private capital to establish independent insurance and reinsurance companies [106, 118]. The coming years will see which model is superior, and whether InfoSec warranties, parametric insurance, or an as-yet-unknown disrupter can mount a late challenge.

12For example, Michael Rossi uploaded a document titled “An Abbreviated History of Cyber Insurance - The First Twenty Five Years” to LinkedIn in March 2024. This document described his personal experiences negotiating coverage for clients purchasing cyber insurance. His account is broadly similar to Section 3 in that cyber insurance evolved from an experimental stage to a third-party privacy risk stage to a ransomware stage. Rossi is more focused on the buyers of risk transfer products, such as the need to satisfy contractual requirements to have cyber insurance coverage and the extent to which IT departments cooperated in the buying process.

13Our first draft of this article was completed at the end of 2022. Since then, we revised different parts as academic articles were published and new announcements were made.
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A CONTRACT EXTRACTS

Rurik’s $5 million warranty [61] contains the following warranty:

“Rubrik shall only provide Payment to Customer if, at the time of the Ransomware Incident and throughout the Warranty Period:

1. Customer has maintained an active subscription for the Eligible Solution (Rubrik Enterprise Edition, Rubrik Cloud Vault (as applicable), and the CEM);
2. Customer had deployed the most recent version of the Eligible Solution software as further described in Section 4.3 with the latest security patch available prior to the applicable Ransomware Incident;
3. Customer had completed all Health Checks and implemented all Health Check recommendations in a timely manner;
4. The Event Date and Discovery Time of the Ransomware Incident occurred, was discovered by Customer, and reported to Rubrik during the Warranty Period, and in accordance with Section 5;
5. Customer has remained in compliance with its Customer Agreement, including without limitation any payment obligations;
6. Customer has fully cooperated with Rubrik, including without limitation by (i) implementing all remedial and security measures required by Rubrik including the Requirements, (ii) providing Rubrik with all documentation, permissions, and access to relevant systems and environments required to verify Customer is entitled to a Warranty Payment, and (iii) complying with the Reimbursement Request process set forth in Section 6;
7. Any systems to which the Customer seeks to restore Customer data successfully backed up by Rubrik are free of any malware, bugs, back-doors or other malicious code, and are otherwise secured; and
8. This Warranty is not restricted or prohibited by applicable law.

The contract includes further requirements, such as:

Data Security Best Practices. Customer must follow the Rubrik security best practices as defined in the latest version of the Security Hardening Best Practices Guide, which can be found on the Rubrik support portal or provided upon request and includes without limitation the following:

- Data Health
  - Back-ups are successful and meet the SLA Policies
  - Retention lock is enabled for the Customer data in the SLA Policies
- User Access
  - Multi-factor authentication for all user accounts
  - SSH key-based with passphrase protected keys for CLI authentication
  - User roles are assigned with least privilege access
- Data Encryption
  - Data-at-rest and in-transit are always encrypted
  - Secure protocols for third-party systems
- Application Access
  - Create IP whitelisting that limits connections to Customer owned networks only
• SSL-certificate security for User Interface (UI) and APIs

API Security

• Secure service accounts
• Scoped API roles with least privilege"