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Abstract
This paper presents the design, optimization and manufacturing of a novel micro-fabricated load cell based on a double-ended tuning fork. The device geometry and operating voltages are optimized for maximum force resolution and range, subject to a number of manufacturing and electromechanical constraints. All optimizations are enabled by analytical modeling (verified by selected finite elements analyses) coupled with an efficient C++ code based on the particle swarm optimization algorithm. This assessment indicates that force resolutions of $\sim 0.5$–$10$ nN are feasible in vacuum ($\sim 1$–$50$ mTorr), with force ranges as large as $1$ N. Importantly, the optimal design for vacuum operation is independent of the desired range, ensuring versatility. Experimental verifications on a sub-optimal device fabricated using silicon-on-glass technology demonstrate a resolution of $\sim 23$ nN at a vacuum level of $\sim 50$ mTorr. The device demonstrated in this article will be integrated in a hybrid micro-mechanical test frame for unprecedented combinations of force resolution and range, displacement resolution and range, optical (or SEM) access to the sample, versatility and cost.

(Some figures in this article are in colour only in the electronic version)

1. Introduction
Motivated by the evolution of the micro-electronics and MEMS industries, a staggering number of different techniques have been developed over the last two decades to measure the mechanical properties of materials at a small scale: many of them are reviewed in the excellent articles by Haque and Saif [1] and Bell et al [2]. The scale-dependent strengthening effects revealed by these techniques (e.g., in carbon nanotubes [3] and metallic nano-pillars [4]) and the recent progress in advanced manufacturing (e.g., stereolithography [5, 6], manufacturing of 3D micro-trusses by self-propagating polymer waveguides [7]), suggest an incredible opportunity to design and manufacture novel structural materials at a macroscopic scale while retaining accurate dimensional control of micro and nano-scale architectures, with potentially transformative impact on a number of properties and combinations thereof. This vision requires novel testing capabilities. As the unit cells of micro-architected materials can take many shapes and sizes and several base materials can be used, the ideal device should have the following features: (i) be adaptable to samples of vastly different sizes and shapes; (ii) allow controlled displacement actuation and independent load measurement; (iii) be capable of extreme force resolution ($\sim 1$–$100$ nN) and range ($\sim 1$ N), displacement resolution ($\sim 10$–$100$ nm) and range ($1$–$10$ mm) and (iv) allow optical (or SEM) access to the test coupon with potential for strain mapping (via digital image correlation). To the best of our knowledge, the only devices with all these features are custom-built nanoindenters, coupled with electron microscopes (SEM). Force and displacement resolutions of 50 nN and 0.01 nm, respectively, and ranges of 10 N and 1 mm are readily achievable. Custom-built grips can enable tensile loading. An excellent example of such an instrument is
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Figure 1. Schematic of the proposed micro-mechanical test frame (μ-MTF). The displacement actuator is a commercially available nano-stage, while the load cell (inset) is microfabricated. The configuration allows for optical access to the sample (with potential for strain mapping). Alignment of the μ-MTF with the sample is achieved through a 5 degree-of-freedom sample holder. The entire system can be inserted in a vacuum chamber, imaging through a window with a long working-distance lens.

Figure 2(a) illustrates the potential benefits of the hybrid micro-test frame envisioned here, compared to existing concepts. The
micro-mechanical test frame (figure 1) will be presented in a compact PCB and the development of the entire analytical approach) with one prototype.

is necessary and (iv) to demonstrate the concept (and the effect of air pressure on the performance of the sensor, thus assessing under which conditions vacuum operation directly relates to the sensor versatility, (iii) to investigate the best attainable (non-trivial) combinations of resolution and range, (ii) to assess the dynamic range, which performance advantages of the DETF force sensor (in terms of resolution VS range) are depicted in figure 2(b).

The scope of this paper is fourfold: (i) to perform a comprehensive optimal design study for DETF force sensors and investigate the best attainable (non-trivial) combinations of resolution and range, (ii) to assess the dynamic range, which directly relates to the sensor versatility, (iii) to investigate the effect of air pressure on the performance of the sensor, thus assessing under which conditions vacuum operation is necessary and (iv) to demonstrate the concept (and the analytical approach) with one prototype.

The integration of the MEMS sensor and all the electronics within a compact PCB and the development of the entire micro-mechanical test frame (figure 1) will be presented in a separate work. The sensor described in this paper only detects axial forces (and eliminates transverse force components, as described in section 2). Conceptually, multi-axis sensing can be implemented, by using concepts similar to those presented in [14], but this extension is not presented here.

Although developed primarily as a load sensor within a micro-mechanical test frame, the sensor developed herein can be applicable to any situation where extreme combinations of force range, resolution and robustness are desirable: ranging from microgrippers [11] to force probes for endoscopic surgery [19, 20] and accelerometers.

The structure of the paper is as follows. Section 2 will present the proposed micro-mechanical test frame, describe the operational concept of the load cell and discuss its analytical model. In section 3, the geometric and electrical parameters of the load cell are optimized for resolution and range. The concepts developed in the paper are verified experimentally in section 4. Conclusions follow.

2. Modeling of an axially loaded resonant force sensor for micro-mechanical test frames

2.1. Schematic of the proposed design and operating principle

A schematic of the hybrid micro-mechanical test frame (μ-MTF) envisioned in this paper is depicted in figure 1. The proposed system comprises a DETF micro-load cell (inset in figure 1), an off-the-shelf displacement actuator capable of ~10 nm resolution and ~1 cm range⁴, a 5 degree-of-freedom micro-positioning sample stage (Newport DS40-XYZ, GON40-U, GON40-L), a support/alignment rail and a camera with a long working distance lens (Infinity K2). A vacuum chamber complements the system to achieve maximum resolution.

With the exception of the force sensor, all the components in this system are available off-the-shelf, consequently, their performance and characterization are not discussed here. Figure 10 depicts the main components of the MEMS DETF sensor. In simplest terms, the tuning fork is driven to resonance with a sinusoidal voltage signal applied to a pair of electrodes (the drive electrodes). Care must be exerted so that the fork is modulated at the desired vibration mode. A separate pair of electrodes (the sense electrodes) senses a periodic change in the capacitor gap and responds with an ac current at the vibration frequency of the fork. Upon external axial force application, the natural frequency of the beam changes (figure 3), and this change is detected at the sensing electrodes (either by means of a feedback loop that adjusts the frequency to maintain the system at resonance or by tracking the amplitude change that corresponds to a deviation from resonance). The external force to be measured is applied axially to the DETF via a roller suspended on flexural springs (not shown in figure 10; see the inset in figure 1); the role of the roller is to eliminate the transmission of any transverse force component to the DETF, which would damage the tines and/or pollute the signal, while transferring the near totality of the axial component. The effectiveness of the roller is demonstrated with a finite elements sensitivity study (figure 4); for axial forces as large as 10 mN, the vibrational frequency of the tines is only modestly affected by transverse force components, up to very large misalignment angles (figure 4(a)). For applied axial forces in the range⁴ A vacuum compatible piezo-driven nano stage (Newport AG-LS25V6) is currently used, allowing 12 mm range and 50 nm step size (albeit with no feedback). For more accurate positioning, a better option is a stage with a feedback loop (e.g., Newport VP-25XL), guaranteeing 25 mm range and 5 nm resolution.
Figure 3. Change in natural frequency as a function of the applied axial load. The following dimensions were used (see figure 5 for nomenclature): \(L_f = 964 \, \mu m\), \(w_f = 10 \, \mu m\), \(L_p = 680 \, \mu m\), \(w_p = 10 \, \mu m\), \(L_c = 120 \, \mu m\), \(w_c = 10 \, \mu m\), device thickness, \(h = 100 \, \mu m\), and gap, \(g = 5 \, \mu m\). The analytical prediction agrees well with the finite elements results (obtained with COMSOL Multiphysics). Minor discrepancies are attributed to the presence of the roller.

10 \(\mu N \rightarrow 10 \, mN\), the device analyzed in figure 4 has a measured scale factor of \(\sim 240.8 \, kHz \, N^{-1}\) (see section 4). The DETF interprets the frequency changes depicted in figure 4(a) as fictitious axial forces, which constitute an error on the axial force reading. Figure 4(b) shows the error amount as a function of the magnitude of the applied axial force and the degree of force misalignment. Note that the roller ensures that even at enormous force misalignments (over 20°) and large applied axial forces (10 mN), the error on the sensor reading is less than 1% (figure 4(b)). The implication is that the proposed device is extremely robust with respect to sample/sensor misalignment.

The resolution of the load cell depends primarily on three factors: the geometric dimensions of the device, the noise level of the electronic equipment and the amount of electrical and mechanical losses (expressed by the \(Q\) factor). Section 2.2 presents the mathematical derivations leading to force resolution and range. Finally, although the device represented in figure 2 is designed for compression (or bending) tests, simple modifications would allow it to operate in tension.

2.2. Electro-mechanical response of the MEMS stiff resonant load cell

The electro-mechanical behavior of DETF is well documented [16, 17]. Here we recall the main results. All the details are contained in appendix A.

The natural frequency of the tines for the first out-of-phase in-plane mode (figure 3) is given by \(\omega_n = \sqrt{K_{eff}/M_{eff}}\), where the effective stiffness, \(K_{eff}\), and the effective mass, \(M_{eff}\), can be expressed as

\[
K_{eff} = 192 \frac{E I}{L_f^3} + 2.4 \frac{F_{appl} L_p}{L_f} - \frac{\varepsilon_0 h L_p}{g^3} \left( V_{dc}^2 + \frac{V_{ac}^2}{2} \right),
\]

\[
M_{eff} = \frac{13}{35} \rho \, h \, w_f L_f + \rho \, h \, (w_p L_p + w_c L_c).
\]

Here, \(E I\) is the flexural stiffness of the tine for bending in the \((x,y)\) plane, \(F_{appl}\) is the external axial force on the load cell (equal to twice the force applied on each tine), \(\rho\) is the materials mass density, \(A\) is the cross-sectional area of the tine, \(\varepsilon_0\) is the dielectric constant of vacuum (\(\varepsilon_{air} \sim \varepsilon_0\)) and \(g\) is the actuation plate capacitor gap. All the other geometric parameters are defined in figure 5. Note that the applied axial force has a linear effect on the effective stiffness. The sensitivity of the device (defined as the frequency change corresponding to a unit change in applied force) is simply

\[
\partial\omega_n/\partial F_{appl} = 1.2/(\omega_n M_{eff} L).
\]

If the fork is driven at resonance electrostatically, with a signal \(V(t) = V_{dc} + V_{ac} \cos(\omega t)\) (see the test schematic in figure 10), the output voltage is

\[
P_e(t) = \frac{1}{2} \frac{\varepsilon_0 h L_p}{(g - y)^2} V^2(t) = \frac{1}{2} \frac{\varepsilon_0 h L_p}{(g - y)^2} \left[ V_{dc}^2 + \frac{V_{ac}^2}{2} + 2 V_{dc} V_{ac} \cos(\omega t) + \frac{V_{ac}^2}{2} \cos(2\omega t) \right],
\]

where \(R_{amp}\) is the resistance of the trans-impedance amplifier, \(C\) is the capacitance of the condensers and \(Q\) is the quality factor of the signal. Any form of damping in the system
will lower the natural frequency [21], but this effect is only significant for $Q < 2$. As estimated $Q$ factors for optimized devices are at least of the order of $Q \sim 10$ (even at atmospheric pressure), undamped frequencies will be used throughout this work.

2.3. Noise estimation and minimum detectable force

We assume that the output voltage (obtained by grounding the output current through the trans-impedance amplifier resistance—figure 10) be subjected to a white noise, $V_{\text{noise}}$, given by the Johnston–Nyquist thermal noise [22] and the trans-impedance amplifier noise:

$$V_{\text{noise}} = \sqrt{4k_B T R_{\text{amp}} + e_n^2 + R_{\text{amp}}^2 (\frac{R}{2})^2 \Delta f}.$$  \hspace{1cm} (3)

where $\Delta f$ is the bandwidth over which the noise is measured (for the optimization work in section 3, $\Delta f = 100$ Hz), $R_{\text{amp}}$ is the resistance of the trans-impedance amplifier, $e_n$ and $i_n$ are the input voltage and current noise of the amplifier, respectively, $k_B$ is the Boltzmann constant and $T$ is the absolute temperature. For a commercially available low-noise operational amplifier (e.g., AD549), the intrinsic noise figures can be as low as $e_n = 35$ nV/√Hz, $i_n = 0.016 fA/√Hz$. This voltage noise results in a phase noise for the system, $\Delta \omega_{\text{noise}}$. With conservative estimates (appendix B), the minimum resolvable force in the presence of this noise (i.e. the force resolution) can be expressed as

$$F_{\text{min}} = F_{\text{noise}} = \frac{\Delta \omega_{\text{noise}}}{\partial \omega_n / \partial F_{\text{appl}}} = \frac{1}{\partial \omega_n / \partial F_{\text{appl}}} \frac{\omega_n}{2Q} \arctan \left( \frac{V_{\text{noise}}}{V_{\text{out}}} \right) .$$  \hspace{1cm} (4)

2.4. $Q$ factor estimation

The $Q$ factor in equation (4) is a strong function of the ambient pressure and packaging quality. At atmospheric pressure, viscous damping from the air in small gaps is a dominant source of loss for resonators. As the air pressure is reduced, this damping effect rapidly drops and mechanical losses through the substrate become the limiting factor [23]. Cognizant of this difference, we adopt two different approaches for $Q$ estimation: one representative of operation at atmospheric pressure and one for vacuum operation ($p < 100$ mTorr).

Operation in air ($p = 760$ Torr (1 atm)). Under atmospheric pressures, the air in the gap acts both as a damper and as a spring. The relative amounts depend on the compressibility of the fluid, expressed by the squeeze number [24, 25]:

$$\sigma = \frac{12 \mu h^2 \omega_n}{P g^2} ,$$  \hspace{1cm} (5)

where $\mu = 17.9 \times 10^{-6}$ Pa s and $P = 1.01 \times 10^5$ Pa are the viscosity and pressure of air, respectively, and $h$ and $g$ are the device thickness and the gap width, as defined before. The larger the squeeze number, the more pronounced the compressibility effects. The damping coefficient can be expressed as [24, 25]:

$$c \sim \frac{64 \sigma P L_p h}{\pi^5 \omega_n g} \frac{1 + (h/L_p)^2}{(1 + (h/L_p)^2)^2 + \sigma^2 / \pi^4} .$$  \hspace{1cm} (6)

Large bandwidths allow for dynamic measurements at high strain rates and are obviously desirable. At the same time, increasing the bandwidth also increases the noise (figure 13(b)). A value of 100 Hz was chosen as a reasonable compromise.
Similarly, the spring constant of the air is given by [24, 25]

\[ K_{air} \approx 2 \frac{64 \sigma^2 P L_p h}{\pi^3 g} \left[1 + (h/L_p)^2\right]^2 + \sigma^2/\pi^3. \]  

(7)

Note that the air spring constant is a strong function of the operational frequency. This term must be added to the electromagnetic spring stiffness for a correct estimation of the frequency of the out-of-plane mode. Once the frequency is found, the \( Q \) factor is immediately derived as \( Q = M_{eff} \omega_0/c \). The accuracy of this model was verified against experimental results, which are presented in section 4.

**Operation in vacuum** (\( p < 100 \) mTorr). As the air pressure is decreased, viscous damping in the gap becomes less and less significant and the energy loss is ultimately governed by packaging-level factors (compliance of the chip/package adhesive, vibration of the package, vibration of the surrounding frame, etc.). As these factors are extremely difficult to predict analytically, we choose to measure the damping coefficient experimentally. For the device described in section 4, we obtained: \( c_{vac} = 3.95 \times 10^{-7} \) Ns/m at a vacuum level of 50 mTorr (corresponding to \( Q \sim 1800 \)). Further decreasing the pressure by a factor 10 only marginally affected \( c \) (a 50-fold reduction only yielded \( Q \sim 3000 \)). Hence this value is taken as a measure of the system (non-viscous) loss coefficient. It should be emphasized that much larger \( Q \) values can be achieved with more careful packaging, but in the present feasibility study, \( c_{vac} = 3.95 \times 10^{-7} \) Ns/m will be adopted throughout for conservativeness. Assuming that \( c \) is not affected by the device geometry (a reasonable assumption for device masses much smaller than the package mass), a quality factor \( Q \) for vacuum operation is obtained as \( Q = M_{eff} \omega_0/c_{vac} \).

**3. Optimal design**

3.1. Free variables, objective functions and constraints

3.1.1. Variables. The geometry of the load cell is entirely defined by the device thickness, \( h \), the capacitors’ gap, \( g \) (assumed the same for all capacitors), the tines’ width, \( w_f \), and length, \( L_f \), and the driving plates’ length, \( L_p \) (figure 5). Three additional geometric variables exist (driving plate width, \( w_p \), connector width, \( w_c \), and connector length, \( L_c \); as they only affect the mass of the structure and not its stiffness (and in turn reduce the sensitivity), they should be as small as possible without decreasing the stiffness of the driving plates excessively (which would result in nonlinearities in the voltage–force relationship). We choose \( w_p = w_c = 10 \) \( \mu \)m (this value is inferred from finite elements simulations to ensure rigidity of the actuation plates during operation) and \( L_c = 4g + 2w_p \) (to allow for positioning of the driving and sensing electrodes). The free geometric variables summarized above are bound by realistic manufacturing constraints. Additionally, the driving voltages (\( V_{dc} \) and \( V_{ac} \)) can also vary within reasonable bounds. The total list of free variables and their allowed ranges are reported in table 1.

Table 1. List of variables with relative bounds in the optimization problem.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tine length (( \mu )m)</td>
<td>( L_f )</td>
<td>50</td>
<td>1000</td>
</tr>
<tr>
<td>Tine width (( \mu )m)</td>
<td>( w_f )</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>Driving plate length (( \mu )m)</td>
<td>( L_p )</td>
<td>40</td>
<td>800</td>
</tr>
<tr>
<td>Capacitors gap (( \mu )m)</td>
<td>( g )</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Driving dc voltage (V)</td>
<td>( V_{dc} )</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>Driving ac voltage (V)</td>
<td>( V_{ac} )</td>
<td>0.01</td>
<td>10</td>
</tr>
<tr>
<td>Connector width (( \mu )m)</td>
<td>( w_c )</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Connector length (( \mu )m)</td>
<td>( L_c )</td>
<td>4g + 2wp</td>
<td></td>
</tr>
<tr>
<td>Device thickness (( \mu )m)</td>
<td>( h )</td>
<td>25</td>
<td>75, 100</td>
</tr>
</tbody>
</table>

3.1.2. Objective function. The objective of this analysis is the design of a micro-load cell with maximum values of force resolution (equation (4)) and range (defined as the maximum tensile or compressive force that can be safely applied without permanently damaging the structure). The two objectives are obviously competitive (e.g., the thinner the time, the higher the resolution and the lower the limit load). The solution to this multi-objective optimization problem can be conveniently expressed in terms of a Pareto frontier [26], defined as the set of solutions where the value of one objective cannot be improved without a detrimental effect on the other objective.
The implementation with two objectives is straightforward: feasible values of the force range are discretized in the interval $-1 \rightarrow 0 \text{N}$ (future assessment will present results for tensile loads), and for every feasible value in the domain the force resolution is optimized. With this approach, the mechanical resistance of the tines to buckling, yielding and fracture becomes a constraint, thus reducing a two-objective problem to a single-objective problem. The objective function is then simply equation (4).

Note that the resolution is affected by the applied force. As the buckling limit of the device is approached, the resolution increases, while it decreases for tensile forces. As we are interested in a conservative estimate of the resolution valid over the entire range of applied (typically compressive) forces, in the optimization routine we will evaluate the resolution at $F_{\text{appl}} = 0$.

3.1.3. Constraints. The various constraints affecting the optimal design are briefly discussed below. All the formal expressions are reported in table 2.

**Geometric or Manufacturing requirements.** To ensure compatibility with the standard SOIMUMPS process for MEMS fabrication [27], all dimensions (including gaps) are constrained to be larger than $2 \mu \text{m}$. To allow insertion of the roller depicted in the inset of figure 1, the length of the actuation plate is constrained to be smaller than $75\%$ of the length of the tines. Limitation on microfabrication equipment imposes additional constraints: (i) conventional deep reactive ion etching (DRIE) systems achieve their best profiles with aspect ratios lower than 15:1. (ii) Based on the SOIMUMPS design rules [27], the length of the fork is related to its width to avoid possible fracture upon release of the structure: it is recommended that cantilever beams have a maximum in-plane aspect ratio 100:1.

**Electrostatic/electrodynamic requirements.** The dc and ac voltages required to drive the device are constrained by the pull-in condition (i.e. the condition at which the attractive electrostatic force between two charged plates overcomes the repulsive elastic force exerted by the springs) [23, 28].

**Structural integrity requirements.** Assuming sufficient ductility, for applied tensile forces the tuning fork can only fail by yielding ($\sigma_Y = 5 \text{GPa}$ is the yield strength of silicon in the (1 1 1) plane [29, 30]). Even for the small tine cross-section, this constraint would only become active at extremely large forces (for $h = 10 \mu \text{m}$, $w_f = 5 \mu \text{m}$, the maximum force per tine would be $0.25 \text{N}$). The choice of [1 1 1] silicon wafers simplifies the mechanical analysis considerably, as the (1 1 1) plane is a plane of isotropy (i.e. properties are the same along any direction normal to (1 1 1)) [29, 30]. Under tensile forces, failure may occur by fracture rather than yielding. The fracture strength of single-crystal silicon is strongly affected by specimen size, processing condition and coatings. Fracture strengths larger than $\sigma_f = 3 \text{GPa}$ have been consistently measured experimentally [31, 32], although lower values are possible in the presence of sharp corners (typically induced by anisotropic etching), which can introduce considerable stress concentration factors. In the present work, it is assumed that sharp corners can be avoided, and we use $\sigma_f = 3 \text{GPa}$ as the maximum allowable stress in tension. Under applied compressive forces, the tuning fork may fail by buckling. The roller connected to the tip of the DETF (inset in figure 1) ensures that the tines buckle as clamped-clamped beams. To ensure that out-of-plane buckling modes have higher critical loads (and hence can be safely ignored), we additionally impose the constraint: $h > 2w_f$.

**Linearity requirements.** The actuation force at the capacitor plates is dependent on the plate displacement (see appendix A). In order to avoid nonlinearity at the sense

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Equation</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometric/manufacturing constraints</td>
<td>$L_p \leq 3L_f/4$</td>
<td>(a)</td>
</tr>
<tr>
<td>DRIE limit on a vertical aspect ratio</td>
<td>$h \leq 15 \cdot g$</td>
<td>(b)</td>
</tr>
<tr>
<td>SOIMUMPS limit on a in-plane aspect ratio</td>
<td>$L_f \leq 100 \cdot w_f$</td>
<td>(c)</td>
</tr>
<tr>
<td>No fracture (tension only)</td>
<td>$F_{\text{max}} \leq 2\sigma_f h w_f$, with $\sigma_f = 3 \text{GPa}$</td>
<td>(g)</td>
</tr>
<tr>
<td>Electro-mechanical constraints</td>
<td>$\omega_n^2 \leq \frac{\pi K_{\text{eff}}}{\frac{E}{h} L_p}$</td>
<td>(d)</td>
</tr>
<tr>
<td>Linearity constraints</td>
<td>$y(t) \leq \min[g/10, w_f/25]$</td>
<td>(j)</td>
</tr>
<tr>
<td>Structural robustness constraints</td>
<td>$\omega_n/2\pi &gt; 10\text{kHz}$</td>
<td>(k)</td>
</tr>
<tr>
<td>No static pull-in</td>
<td>$V_{\text{dc}} \leq \sqrt{\frac{K_{\text{eff}} g^2}{2\sigma_f h L_p}}$</td>
<td>(e)</td>
</tr>
<tr>
<td>No out-of-plane buckling</td>
<td>$h &gt; 2w_f$</td>
<td>(i)</td>
</tr>
<tr>
<td>No resonant pull-in</td>
<td>$V_{\text{ac}} \leq \frac{\pi \sqrt{K_{\text{eff}}}}{6\sqrt{3g h L_p}} - 1$</td>
<td>(f)</td>
</tr>
<tr>
<td>No yielding</td>
<td>$F_{\text{max}} \leq 2\pi^2 E \frac{h w_f^3}{3L_f^2}$</td>
<td>(h)</td>
</tr>
<tr>
<td>No-in-plane buckling (compression only)</td>
<td>$h &gt; 2w_f$</td>
<td>(i)</td>
</tr>
<tr>
<td>Noise constraints</td>
<td>$\omega_n/2\pi \leq 300\text{kHz}$</td>
<td>(l)</td>
</tr>
<tr>
<td>Lower bound on output signal voltage</td>
<td>$V_{\text{out}} \geq 1 \text{mV}$</td>
<td>(m)</td>
</tr>
</tbody>
</table>

**Table 2.** List of constraints for the optimization problem.
electrode, the maximum lateral displacement of the beam during actuation is prescribed to stay below 10% of the capacitor gap. Similarly, to ensure applicability of linear beam theory, the maximum lateral displacement is prescribed not to exceed 4% of the tine width.

Constraints on noise level. The oscillation frequency of the fork is prescribed not to exceed 300 kHz (to avoid excessive gain loss at the trans-impedance amplifier) and the output signal, $V_{\text{out}}$ is required to be larger than 1 mV to ensure effective signal processing.

3.2. Optimal design procedure

The objective of the optimization process is to maximize the resolution of the device (i.e. minimize the minimum detectable force) as a function of the desired force range, $F_{\text{appl}}$. As the device thickness is often dictated by the available SOI/SOG technologies and the manufacturing process (e.g., SOIMUMPS), here it is taken as a discrete parameter as opposed to as a variable; optimal designs are extracted for four common values of the device thickness: 25, 50, 75 and 100 $\mu$m. The large number of variables and constraints and the nonlinear nature of objective function and constraints require the use of efficient numerical optimizers. The problem stated above is solved using a particle swarm optimization (PSO) scheme. This technique is discrete and does not require the calculation of gradients. It has been proven to work well in problems defined by a large occurrence of local optima. Details of the algorithm are presented in appendix C and [33].

3.3. Results

The maximum resolution of the device (i.e. the minimum applied force that can be discerned from the noise) is plotted in figure 6 for air and vacuum operation, as a function of the desired force range. Results are presented for four different levels of the device thickness. Every point on each curve represents a specific design, expressed by a set of geometric parameters (elaborated below). Note that increasing the device thickness always (not surprisingly) extends the range (by retarding the onset of the buckling constraint). For operation in air, this is accompanied by a decrease of the device resolution, but the converse is true in vacuum. The interesting implication is that in vacuum thicker devices are preferable in terms of both resolution and range.

The values of each geometric parameter that fully defines the optimal designs depicted in figure 6 are presented in figure 7 (for device thicknesses of 25, 50 and 100 $\mu$m; note that the scale on the x-axis is different for each thickness). Note that for vacuum operation the optimal device dimensions are nearly constant across the entire spectrum of allowable force ranges. This finding has significant implication for the resonant load cell designer, as most particular designs are optimal for any desired force range.

While several variables choose to attain upper or lower bounds for the entire spectrum of force ranges, others (most typically the tine and sensing/detection plate length, the tine width, the gap size and the imposed ac voltage) often take non-trivial optimal values. To elucidate the physics behind these optimal dimensions, the 'activity' of each constraint is plotted in figure 8. A constraint activity parameter of 0 signifies an active constraint; any value lower than 0 means that the constraint has no effect on the optimal geometry. As an example, the constraint activity parameter for buckling is defined as $\Pi_{\text{buckling}} = \frac{P_{\text{appl}}}{P_{\text{buckl}}} - 1$. Inspection of figures 7 and 8 immediately illustrates the constraints that influence the optimal geometry and the individual variables that are affected by them. The results are reported in table 3 and can be summarized as follows.

(i) For thin devices ($h = 25$ $\mu$m), four variables attain non-extremal values, governed by four active constraints. In this case, the variables/constraints relationship is clear: the tine thickness, $w_f$, is dictated by the condition $h > 2 w_f$; the tine length, $L_f$, is chosen not to violate the upper bound on resonant frequency ($\omega_{\text{buckl}}/2\pi < 300$kHz) and vibration amplitude ($y_{\text{max}} < \min(g/10, w_f/25)$);
Figure 7. Optimal values of the geometric and electric parameters result in the performance depicted in figure 6. Results are presented for air and vacuum operation, for three values of the device thickness. All variables are normalized in a 0–1 range, with 0 indicating the lower bound and 1 the upper bound (see table 1).

Figure 8. Relative contribution of all constraints to the optimal design depicted in figure 7. Positive values would indicate constraints violations and are thus ruled out by the optimizer. A constraint activity parameter of 0 indicates that the constraint is active, whereas all negative values designate inactive constraints.
Table 3. Summary of optimal variable values and limiting constraints.

<table>
<thead>
<tr>
<th></th>
<th>h = 25 μm</th>
<th></th>
<th>h = 50 μm</th>
<th></th>
<th>h = 100 μm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimal value</td>
<td>Limiting constraint</td>
<td>Optimal value</td>
<td>Limiting constraint</td>
<td>Optimal value</td>
</tr>
<tr>
<td>AIR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_f$</td>
<td>460 μm</td>
<td>(l); (j)</td>
<td>RD$^a$</td>
<td>(l); (j)</td>
<td>RD$^a$</td>
</tr>
<tr>
<td>$w_f$</td>
<td>12 μm</td>
<td>(i)</td>
<td>RD$^a$</td>
<td>(l); (j); UB$^a$</td>
<td>RD$^a$</td>
</tr>
<tr>
<td>$L_p$</td>
<td>345 μm</td>
<td>(a)</td>
<td>RD$^a$</td>
<td>(a)</td>
<td>RD$^a$</td>
</tr>
<tr>
<td>$g$</td>
<td>20 μm</td>
<td>UB$^a$</td>
<td>20 μm</td>
<td>UB$^a$</td>
<td>20 μm</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>40 V</td>
<td>UB$^a$</td>
<td>40 V</td>
<td>UB$^a$</td>
<td>40 V</td>
</tr>
<tr>
<td>$V_{ac}$</td>
<td>RD$^a$</td>
<td>(j)</td>
<td>RD$^a$</td>
<td>(j)</td>
<td>RD$^a$</td>
</tr>
<tr>
<td>VACUUM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_f$</td>
<td>472 μm</td>
<td>(i); (j)</td>
<td>533 μm</td>
<td>(i); (j)</td>
<td>531 μm</td>
</tr>
<tr>
<td>$w_f$</td>
<td>12 μm</td>
<td>(i)</td>
<td>15 μm</td>
<td>UB$^a$</td>
<td>15 μm</td>
</tr>
<tr>
<td>$L_p$</td>
<td>354 μm</td>
<td>(a)</td>
<td>399 μm</td>
<td>(a)</td>
<td>398 μm</td>
</tr>
<tr>
<td>$g$</td>
<td>2 μm</td>
<td>LB $^a$</td>
<td>3.33 μm</td>
<td>(b)</td>
<td>6.67 μm</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>40 V</td>
<td>UB$^a$</td>
<td>40 V</td>
<td>UB$^a$</td>
<td>40 V</td>
</tr>
<tr>
<td>$V_{ac}$</td>
<td>RD$^a$</td>
<td>(j)</td>
<td>RD$^a$</td>
<td>(j)</td>
<td>RD$^a$</td>
</tr>
</tbody>
</table>

$^a$RD = range dependent; UB = upper bound; LB = lower bound. Constraint index defined in table 2.

For all the conditions analyzed in this work, the applied dc voltage is always at the upper bound. The behavior of the capacitor gap is more interesting and at first counterintuitive. For vacuum operation, the gap tends to choose the lowest possible values, to maximize the resolution. Note, though, that the converse is true for air operation. The reason for this apparent contradiction lies in the different assumptions in the calculation of the $Q$ factor. (a) In vacuum, the damping coefficient, $c$, is independent of the device geometry and the gap size. Consequently, the gap is minimized to

The length of the capacitor plate is related to the tine length by $L_p < \left(\frac{3}{4}\right)L_f$; and the applied ac voltage, $V_{ac}$, is limited to ensure small vibration amplitudes (i.e. $y_{\text{max}} < \min\{g/10, w_f/25\}$).

(ii) For thicker devices in vacuum ($h = 50 \mu m$, $h = 100 \mu m$), the situation is identical to case (i) for $L_f$, $L_p$ and $V_{ac}$. The constraint $h > 2 w_f$ is no longer active, and consequently the tine width, $w_f$, attains its upper bound; in this case, though, the capacitor gap, $g$, takes non-extremal values and is controlled by the active constraint: $h < 15g$.

(iii) For intermediate thickness devices in air ($h = 50 \mu m$), the non-extremal variables are the same as for case (i), but no aspect ratio constraint is active. Consequently, $L_p$ is governed by the condition $L_p < \left(\frac{3}{4}\right)L_f$. $L_f$ and $w_f$ are determined by the upper bound on the resonant frequency, $\tilde{\omega}_{\text{max}}/2\pi < 300 \text{ kHz}$ and vibration amplitude, $y_{\text{max}} < \min\{g/10, w_f/25\}$ and $V_{ac}$ is solely determined by the upper bound on the vibration amplitude.

(iv) For thick devices in air ($h = 100 \mu m$), only two variables attain non-extremal values: the tine and capacitor lengths, $L_f$ and $L_p$. The former is determined by the upper bound on the resonant frequency ($\tilde{\omega}_{\text{max}}/2\pi < 300 \text{ kHz}$), whereas the latter is once again related to $L_f$ by the condition $L_p < \left(\frac{3}{4}\right)L_f$. At small-medium force range, the upper bound on the resonant frequency is not active and consequently the lengths are free to vary as a function of the range to maximize the resolution. Finally, for very small force ranges, the constraint on vibration amplitudes is active: under these conditions, both the optimal fork length and width attain much lower values.

Figure 9. Schematic of the silicon-on-glass (SOG) manufacturing approach (modified from [34]).
optimize the resolution, and $Q$ is maximized by selecting dimensions yielding large natural frequency and mass. (b) In air, a large gap is preferred to reduce the viscous dissipation, which for small squeeze numbers scales as $g^{-3}$ (equation (6)). The important implication is that large-gap designs can be chosen for air operation resulting in exceptional resolutions: significantly expanding the applicability of the proposed concept.

Finally, note that the buckling constraint is never active for any value of the force range. The activity parameter for the buckling constraint, though, steadily rises as the range in extended (figure 8). The activation of the buckling constraint indicates the end of the feasible load range, for all the optimization studies performed in this work.

4. Experimental verification

4.1. Microfabrication approach

The MEMS load cell depicted in the inset of figure 1 was microfabricated with a well-established silicon-on-glass (SOG) process (figure 9) developed at the MEMS Center, Middle East Technical University, as explained in [34]. In synthesis, device anchors are defined in the glass substrate by etching $\sim 10$ $\mu$m deep recesses using pure hydrofluoric acid, with a 100 $\AA$/2000 $\AA$ thick evaporated Cr/Au masking layer. The Cr/Au layer is stripped using commercial wet etchants. The structural wafer is a 100 $\mu$m thick silicon wafer. A 3700 $\AA$ thick Al layer is evaporated on the structural silicon wafer and patterned as the shield metallization layer in order to avoid ion damaging and overheating problems during DRIE of the silicon wafer. The surface of the structural wafer with shield metallization is anodically bonded to the glass substrate. Features in the Si wafer are defined by DRIE, followed by selective removal of the shield metallization, by means of a commercially available aluminum etchant.

4.2. Experimental setup and results

The performance of MEMS resonant load cells described in section 2 was experimentally verified. A test load cell (figure 10) was manufactured as described in section 5.1, with the following dimensions (see figure 5): device thickness, $h = 100$ $\mu$m, tine length, $L_f = 964$ $\mu$m, tine width, $w_f = 10$ $\mu$m, gap, $g = 5$ $\mu$m, capacitor plate length, $L_p = 680$ $\mu$m, capacitor plate width, $w_p = 10$ $\mu$m, connector length, $L_c = 120$ $\mu$m, and connector width, $w_c = 10$ $\mu$m. Two quantities were carefully measured: the sensitivity of the device to an axially applied load (in terms of frequency change in the tines induced per unit force) and the minimum applied force that can be detected (i.e. the resolution of the device). Two complementary approaches were adopted for the application of a controlled axial load:

(i) A mass suspended by flexural springs was embedded in the chip and connected to the vibrating tines (figure 10). The whole chip was rotated by 360$^\circ$ along its out-of-plane axis, thus applying a variable force to the tines (equal to the weight of the suspended mass times the cosine of the angle between the tines and the vertical direction). Both tensile and compressive forces are possible, depending on the angle. The applied forces can be accurately controlled, but only small forces can be applied ($F_{max} \sim 3$ $\mu$N).

(ii) An electrostatic force was applied by a bank of parallel plate actuators, embedded in the suspended mass (figure 10). With this approach, larger forces can be applied (although only in tension), but the control on the force was much less accurate than for approach (i), possibly due to dimensional imperfections in the gap size for the parallel plate actuator.

---

6 The process used here differs from [17] only in that it lacks the gold layer.
The same experimental setup was used for both approaches (figure 10). All tests were run in a vacuum chamber, at $p \sim 50$ mTorr. Excitation and detection were both controlled by a suitably programmed Network/Spectrum/Impedance Analyzer (Agilent 4195A).

The natural frequency in the absence of applied load was initially measured with a frequency sweep (figure 11(a)). The proof mass was biased to 40 V ($V_{\text{PM}} = 40$ V) and an excitation signal of 10 mV ($V_{\text{ac}} = 10$ mV) was adopted; the feedback resistance of the trans-impedance amplifier was $1 \text{ M}\Omega$ ($R = 1 \text{ M}\Omega$). Note that the frequency response of the resonator exhibits two peaks, each corresponding to a distinct mode of vibration. The low-frequency peak corresponds to an in-phase motion of the tines (and is thus undesired), whereas the higher frequency peak corresponds to the predicted out-of-phase motion. Although every effort was made to suppress the in-phase mode (by shorting the capacitors on both tines), we were not able to eliminate it, possibly due to cross coupling between the plates and mismatched plate capacitances due to fabrication imperfections. However, both peaks exhibit nearly the same sensitivity to applied loads (represented by different values of the pulling voltage, see figure 11(a)), indicating proper operation of the resonator. Importantly, these peaks are not separable in low-$Q$ conditions, indicating that air operation is only viable if the structure is perfectly balanced.

For a continuous tracking of the resonance frequency as a function of the applied load, a phase locked loop (PLL) was implemented within the analyzer. Figure 11(b) shows the operation point of the software implemented PLL. Knowing the phase between the driving and sensed signals (which is 0° for the given readout scheme), the analyzer performs single point frequency analysis and continuously shifts the excitation frequency to minimize the phase lag between input and output.
signals, thus keeping the system at resonance—see section 2.2 and appendix A).

The sensitivity of the device (in Hz N$^{-1}$) was measured using approach (i) above. The weight of the suspended mass was 2.99 μN. Data points were collected by rotating the sensor normal to the gravity field, with the analyzer locking the system to resonance. In this small force range, the response of the load cell is nearly linear, with a measured sensitivity of 240.8 kHz N$^{-1}$. The result agrees very well with an analytical value of 224.8 kHz (figure 12). The difference is likely attributable to some degree of undercut arising from the DRIE process, which alters both mass and stiffness (with a stronger effect on the latter).

To determine the resolvable tip loading (i.e. the resolution of the load cell), measurements were logged for 18 h with a sampling time of 1.3 s per data point, with the sensor stationary and unloaded. Figure 13(a) shows the output drift of the micro-load cell. The root Allan variance of the collected drift data [35, 36] is presented in figure 13(b). Because of logging and I/O delays inherent in the network analyzer, a programmed electronic bandwidth of 100 Hz resulted in a minimum processing time of ∼1.3 s. Under these conditions, we measure a resolution of 63 nN. For comparison, the analytical model presented in section 2.2 predicts a resolution of ∼4.5 nN for this specific sub-optimal device at a bandwidth of 100 Hz. This order of magnitude difference is not surprising and is consistent with the existence of noise sources not accountable for in the analytical model (and responsible for the rise of the Allan variance at large sampling times). Note that a slower sampling time would result in a measured resolution of ∼23 nN. Because of the substantial delay exhibited by the network analyzer, the time scale on the Allan variance plot (figure 13(b)) is not particularly meaningful. A purely analog readout circuit implemented entirely on a PCB that contains the package is currently being developed and will resolve this difficulty. The important conclusion emerging from this analysis is that the simplistic noise model at the basis of the optimization work presented in this paper is accurate within roughly an order of magnitude. Given the exceptional resolutions predicted analytically (figure 6), this confirms that resonant micro-load cells are exceptional candidates for ultra-sensitive and robust force sensors, even under significant loads.

5. Conclusions and future work

A novel hybrid micro-mechanical test frame based on a microfabricated resonant load cell and an external displacement actuator has been proposed for mechanical characterization of small-scale structures. The MEMS load cell has been designed, optimized for maximum force resolution and range, and experimentally demonstrated. The analytical/numerical models reveal that force resolutions on the order of a few nN are possible in vacuum, even for very large force ranges (∼0.1–1 N). Simple design improvements currently under considerations could result in sub-nN resolutions. A finite elements analysis confirms that the proposed sensor design is extremely robust with respect to sample/sensor misalignment, a necessary requirement for successful integration in an off-chip hybrid micro-load cell. Designs for vacuum operation are exceptionally versatile, as the same geometry is optimal for nearly any value of the desired force range. This allows one single device to be used for a variety of experimental conditions. Whereas small-gap load cells optimally designed for vacuum operation would perform poorly in air, large-gap designs allow 1–100 nN resolutions at atmospheric pressure, significantly expanding the range of applications of the proposed concept (albeit at a decrease in versatility, as air designs are range-independent only for thin devices). A sub-optimal prototype of the load cell was fabricated using (SOG) technology. A driving/sensing scheme was implemented and a resolution of ∼23 nN at a vacuum level of ∼50 mTorr (easily achievable with a mechanical pump) was demonstrated. The measured resolution (obtained with conventional packaging designs and testing conditions) was only an order of magnitude worse than predicted by the analytical model—consistently with the ubiquitous presence of unaccountable sources of noise. Given the exceptionally high resolutions revealed by the analytical/numerical optimization procedure, this result confirms (i) the robustness of the proposed model as an optimal design tool and (ii) the great potential of resonant load cells for unique combinations of force range and resolution. The development of PCB-mounted optimal driving/sensing circuits for maximum resolution and the details of the micro-load cell packaging and interfacing with external samples will be published in a future article. With unprecedented combination of force range, resolution, versatility, in situ optical (or SEM) access to the sample and low cost, the
Figure 13. Noise analysis on the device depicted in figure 10. (a) Output drift of the micro-load cell, over a time scale of 18 h. (b) Allan variance analysis on the acquired data to investigate the most efficient signal integration time and extract the minimum detectable force (∼23 nN).

proposed micro-test frame will occupy a unique position in the rich world of micro and nano-mechanical testing tools.
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Appendix A. Electro-mechanical model of a double-ended tuning fork

In the desired actuation mode, the vibration of the DETF is symmetric about its longitudinal axis, allowing modeling of an individual tine only. The geometric variables and reference system are depicted in figure 5. The dynamic response of the tine is governed by the equation of motion [21]:

$$\frac{\partial^2}{\partial x^2} \left( \frac{E I}{\partial x^2} \frac{\partial^2 v(x, t)}{\partial x^2} \right) + \frac{1}{2} \frac{\partial}{\partial x} \left( \frac{F_{\text{appl}}}{\partial v(x, t)} \right) + \rho A \frac{\partial^2 v(x, t)}{\partial t^2} = P_e(x, t),$$

(A.1)

where $v$ is the deflection in the $y$ direction, $E I$ is the flexural stiffness of the tine for bending in the $(x, y)$ plane, $F_{\text{appl}}$ is the external axial force on the load cell (equal to twice the
force applied on each tine, \( \rho \) is the materials mass density, and \( A \) is the cross-sectional area of the tine and \( P_r \) is the transverse actuation force. For the geometry depicted in figure 5, \( P_r \) is a concentrated force at the middle point of the tine (whereas it would be a distributed force along the tine length for driving without actuation plates). If the tine is forced with a combination of \( V_{dc} \) and \( V_{ac} \) at a frequency \( \omega_n \), as shown schematically in figure 10, the transverse electrostatic force is given by [16, 23]

\[
P_e(t) = \frac{1}{2} \varepsilon_0 h L_p \frac{1}{2} \varepsilon_0 \varepsilon_0 h L_p (g - y)^2 V^2(t) = \frac{1}{2} \frac{1}{2} \varepsilon_0 \varepsilon_0 h L_p (g - y)^2 (V_{dc}^2 + 2 V_{dc} V_{ac} \cos(\omega t) + V_{ac}^2 \cos(2\omega t)) \tag{A.2}
\]

with \( \varepsilon_0 \) the dielectric constant of vacuum (\( \varepsilon_{air} \sim \varepsilon_0 \)), \( h \) the tine thickness in the z direction (i.e. the device structural thickness), \( L_p \) the length of the actuation plate and \( g \) the actuation plate capacitor gap. If \( \omega \) is the DETF resonant frequency, then the higher frequency term is automatically filtered out. The linear term of the Taylor expansion in \( y \) acts as a negative stiffness term (electrostatic softening), namely \( K_{elec} = -\varepsilon_0 h L_p (V_{dc}^2 + V_{ac}^2)/2 / g^3 \).

If we assume that a solution can be found by separation of variables, i.e. \( v(x,t) = \phi_j(\varepsilon) y(t) \), with \( \varepsilon = x/L \), the solution for the ith vibration mode can be written as [16]

\[
\ddot{y}_i + \frac{\alpha_n}{Q} \dot{y}_i + \omega^2_n y_i = \frac{\varepsilon_0 h L_p}{M_{eff} g^3} V_{dc} V_{ac} \cos(\omega t), \tag{A.3}
\]

where

\[
K_{eff} = 2 \frac{EI}{L^3} \int_0^{1/2} \left( \frac{d^2 \phi_j}{dx^2} \right)^2 dx + 2 \frac{F_{appl}/2}{L} \times \int_0^{1/2} \left( \frac{d\phi_j}{dx} \right)^2 dx - \varepsilon_0 \varepsilon_0 h L_p \frac{g^3}{2} \left( \frac{V_{dc}^2 + V_{ac}^2}{2} \right)
\]

\[
M_{eff} = 2 \rho A L \int_0^{1/2} \phi_j^2 dx + \sum_j m_j (\phi_j(\varepsilon_j))^2 \tag{A.4}
\]

\[
\alpha_n = \frac{K_{eff}}{M_{eff}} \sqrt{\frac{\varepsilon_0 h L_p}{g^3}} \frac{\phi_j}{c} \frac{\phi_j}{\phi_j}
\]

\[
Q = \frac{M_{eff} \alpha_n}{c}
\]

with \( \phi_j \) the vibration mode and \( m_j \) the mass of the actuation plate (modeled as a lumped mass). Equation (A.3) assumes that \( y_i \ll g \). This condition will be imposed in the optimization study. The term \( \alpha_n y/Q \) has been added to represent mechanical losses. Estimation of \( c \) (and hence \( Q \)) as a function of device geometry and ambient pressure is performed with existing analytical models [37–39], calibrated on experimental results. Approximating the mode shape to the elastic curve for a clamped–clamped beam subjected to a point load at its center, i.e. \( \phi_j = \phi_1 = 16 \varepsilon_3 - 12 \varepsilon_2 + 1 \), stiffness and mass can be evaluated as

\[
K_{eff} = 192 \frac{EI}{L_f^3} + 2.4 \frac{F_{appl}}{L_f} - \varepsilon_0 h L_p \frac{g^3}{2} \left( \frac{V_{dc}^2 + V_{ac}^2}{2} \right)
\]

\[
M_{eff} = \frac{13}{35} \rho h w_f L_f + \rho h (w_p L_p + w_t L_c) \tag{A.5}
\]

The applied axial force has a linear effect on the effective stiffness. The sensitivity of the device (defined as the frequency change corresponding to a unit change in applied force) is

\[
\frac{\partial \omega_n}{\partial F_{appl}} = \frac{1.2}{\omega_n M_{eff} L}. \tag{A.6}
\]

The solution to equation (A.3) provides the tine displacement [21]

\[
y(t) = \frac{V_{dc} V_{ac} \varepsilon_0 h L_p / g^2}{\sqrt{K_{eff}^2 \left( 1 - \left( \frac{\omega}{\omega_n} \right)^2 \right)^2 + \left( \frac{\omega}{\omega_n} \right)^2}} \cos(\omega t + \phi), \tag{A.7}
\]

where the phase shift, \( \phi \), is given by

\[
\phi = \arctan \left( \frac{\alpha_n / \omega_n}{Q \left( 1 - \left( \frac{\omega}{\omega_n} \right)^2 \right)^2} \right). \tag{A.8}
\]

If the device is driven at resonance (\( \omega = \omega_n \)) with the circuit depicted in figure 10, the output voltage is

\[
V_{out}(t) = -R_{amp} V_{dc} \frac{\partial C}{\partial y} \frac{\partial y(t)}{\partial \omega} \approx Q R_{amp} V_{dc} \frac{\varepsilon_0 h L_p}{g^2} \frac{\omega_n}{K_{eff}} \cos(\omega_n t), \tag{A.9}
\]

where \( R_{amp} \) is the resistance of the trans-impedance amplifier.

**Appendix B. Phase noise estimation**

For conservativeness, we assume that the output signal \( V_{out} \) and the noise signal \( V_{noise} \) be in quadrature (worst case scenario). Hence the output voltage that is effectively measured is

\[
V_{eff} = V_{out} \cos(\omega t + \phi + \pi/2) + V_{noise} \cos(\omega t + \phi) = \sqrt{V_{out}^2 + V_{noise}^2} \cos \left( \omega t + \phi + \pi/2 + \arctan \left( \frac{V_{noise}}{V_{out}} \right) \right). \tag{B.1}
\]

In other words, the noise at the output voltage \( V_{noise} \) induces a phase noise equal to

\[
\Delta \phi_{noise} = \arctan \left( \frac{V_{noise}}{V_{out}} \right). \tag{B.2}
\]

Hence, at resonance:

\[
\Delta \phi_{noise} \left| _{\omega = \omega_n} = \frac{\partial \phi}{\partial \omega} \right| _{\omega = \omega_n} \Delta \omega_{noise} = \frac{2Q}{\omega_n} \Delta \omega_{noise} \tag{B.3}
\]

from which we finally estimate the minimum force that the load cell can resolve:

\[
F_{min} = F_{noise} = \frac{\Delta \omega_{noise}}{\partial \omega / \partial F} = \frac{\omega_n}{2Q} \arctan \left( \frac{V_{noise}}{V_{out}} \right). \tag{B.4}
\]
Appendix C. Optimization algorithm

All optimizations were performed using a custom-built modified PSO governed by a spectral optimizer [33]. PSO are a class of optimizers that model a dynamic population system roaming through a problems parameter space searching for optimal function values [40]. Each member of the population, called a particle, maintains a record of the location where it has seen its best value on the function and also has visibility to the PSO’s record of the population’s best value and location as a whole. Each particle is attracted to its best local result as well as the PSO’s best global result through equations of motion implemented discretely with simple forward Euler integration:

\[ v_{n+1} = \omega \cdot v_n + c_1 \cdot rand() \cdot (x_{\text{localbest},n} - x_n) + c_2 \cdot rand() \cdot (x_{\text{globalbest},n} - x_n) \]  

\[ x_{n+1} = x_n + \Delta t \cdot v_{n+1}, \]  

where \( rand() \) indicates a random number in the range \([0, 1]\). For the current analysis, we used: \( w = 9, c_1 = c_2 = 2, \Delta t = 1 \). Initial PSO optimization runs consisted of 1000 particles running for 100 iterations each at time step of 1.0. Particles were allowed to run until exhaustion, i.e. subsequent generations of 100 iterations were allowed to occur until no update to the global best result was recorded over the course of a generation.

As the force range for the load cell was discretized in 641 intervals and for each interval one PSO optimization run was performed (see section 3.2), a custom-built spectral optimizer was employed to ensure smoothness in figures 6–8, by reducing the noise and eliminating erratic results. The spectral optimizer was programmed for three follow-up operations to promote consistency in the results by providing ‘reasonable’ locations for the PSO to look for better results: (i) parameter values were fed forward to adjacent optimizations in the sequence with the PSO directed to densely populate a small hyper-cubic region of space surrounding those locations; (ii) parameter values were then fed backward under the same principle; (iii) noise detection was performed on the error of objective results and the parameter values relative to each optimizations neighbor in the sequences and further optimization prioritized based on the error level; PSO was directed to densely populate a hyper-rectangular region of parameter space bounded by the two adjacent results’ best parameter values.
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